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PREFACE

I am pleased to welcome the readers to the Wiley Encyclo-
pedia of Telecommunications. The Encyclopedia contains
275 tutorial articles focused on modern telecommunica-
tions topics. The contents include articles on commu-
nication networks, source coding and decoding, channel
coding and decoding, modulation and demodulation, opti-
cal communications, satellite communications, underwa-
ter acoustic communications, radio propagation, antennas,
multiuser communications, magnetic storage systems, and
a variety of standards. Additional details on these top-
ics are given below. The authors of these articles were
selected for their expertise and leadership in their respec-
tive areas in the field of telecommunications. All of the
authors possess advanced graduate degrees and have pub-
lished widely in prestigious international journals and
conferences.

COMMUNICATION NETWORKS

There are approximately 60 articles on the subject of
communication networks, including several articles on
protocols, such as the wireless application protocol (WAP)
and MAC protocols; network flow; congestion control;
admission control broadband integrated digital networks;
local area networks and standards; satellite networks;
network reliability and fault tolerance; DWDM ring
networks, wireless ad hoc networks; and multi-protocol
label switching (MPLS).

MODULATION AND DEMODULATION

There are over 40 articles covering various basic mod-
ulation and demodulation techniques, including analog
amplitude modulation (AM), frequency modulation (FM)
and phase modulation; digital modulation techniques,
namely, pulse amplitude modulation (PAM); phase-shift
keying (PSK), quadrature amplitude modulation (QAM),
continuous-phase modulation (CPM); continuous-phase
frequency shift-keying (CPFSK); partial response signals;
spread spectrum modulation; adaptive equalization; turbo
equalization; and orthogonal frequency-division multi-
plexing (OFDM).

OPTICAL COMMUNICATIONS

There are approximately 30 articles about optical
communication, including articles on optical modulation;
optical detectors; optical amplifiers; optical correlators;
optical filters; photonic A/D conversion; optical transport;
optical multiplexers and demultiplexers, optical switching;
and characterization of optical fibers.

ANTENNAS

Various types of antennas and antenna arrays are
described in 10 articles, including parabolic antennas;

microstrip antennas; waveguide antennas; television
antennas; loop antennas; horn antennas; leaky wave
antennas; and helical and spiral antennas.

PROPAGATION

Six articles are devoted to electromagnetic radio signal
propagation, including propagation at very low frequencies
(VLF), low frequencies (LF), medium frequencies (MF),
high frequencies (HF), very high frequencies (VHF),
microwave frequencies, and millimeter wave frequencies.

CHANNEL CODING AND DECODING

Approximately 35 articles cover various channel codes and
decoding algorithms, including BCH codes; convolutional
codes; concatenated codes; trellis codes; space-time codes;
turbo codes; Gold codes; Kasami codes; Golay codes; finite
geometry codes; codes for magnetic recording channels;
Viterbi decoding algorithm; and sequential decoding
algorithm.

SOURCE CODING AND DECODING

Eight articles cover various data compression and source
coding and decoding methods, including waveform coding
techniques such as pulse code modulation (PCM) and
differential PCM (DPCM); linear predictive coding (LPC);
Huffman coding; and high definition television (HDTV).

MULTIUSER COMMUNICATION

There are 12 articles focused on multiuser communi-
cations, including multiple access techniques such as
code-division multiple access (CDMA), frequency-division
multiple access (FDMA), time-division multiple access
(TDMA), and carrier-sense multiple access (CSMA); Ether-
net technology; multiuser detection algorithms; and third-
generation (3G) digital cellular communication systems.

ACOUSTIC COMMUNICATIONS

There are 5 articles on acoustic communications dealing
with acoustic transducers; underwater acoustic communi-
cations and telemetry; underwater acoustic moderns, and
acoustic echo cancellation.

SATELLITE COMMUNICATIONS

Two articles focus on geosynchronous satellite communi-
cations and on low-earth-orbit (LEO) and medium-earth-
orbit (MEO) satellite communication systems.

John G. Proakis, Editor
Northeastern University



CONTRIBUTORS

Behnaam Aazhang, Rice University, Houston, Texas, Multiuser Wireless
Communication Systems

Ali N. Akansu, New Jersey Institute of Technology, Newark, New Jersey,
Orthogonal Transmultiplexers: A Time-Frequency Perspective

Nail Akar, Bilkent University, Ankara, Turkey, BISDN (Broadband
Integrated Services Digital Network)

Arda Aksu, North Carolina State University, Raleigh, North Carolina,
Unequal Error Protection Codes

Naofal Al-Dhahir, AT&T Shannon Laboratory, Florham Park, New
Jersey, Space—Time Codes for Wireless Communications

Edward E. Altshuler, Electromagnetics Technology Division, Hanscom
AFB, Massachusetts, Millimeter Wave Propagation

Abeer Alwan, University of California at Los Angeles, Los Angeles,
California, Speech Coding: Fundamentals and Applications

Moeness G. Amin, Villanova University, Villanova, Pennsylvania,
Interference Suppression in Spread-Spectrum Communication Systems

John B. Anderson, Lund University, Lund, Sweden, Continuous-Phase-
Coded Modulation

Alessandro Andreadis, University of Siena, Siena, Italy, Wireless
Application Protocol (WAP)

Peter Andrekson, Chalmers University of Technology, Gdéthenburg,
Sweden, Optical Solitons

Oreste Andrisano, University of Bologna, DEIS, Italy, Communications
for Intelligent Transportation Systems

A. Annamalai, Virginia Tech, Blacksburg, Virginia, Wireless Communi-
cations System Design

Cenk Argon, Georgia Institute of Technology, Atlanta, Georgia, Turbo
Product Codes for Optical CDMA Systems

Hiiseyin Arslan, Ericsson Inc., Research Triangle Park, North Carolina,
Channel Tracking in Wireless Communication Systems

Tor Aulin, Chalmers University of Technology, Gioteborg, Sweden, Serially
Concatenated Continuous-Phase Modulation with Iterative Decoding

James Aweya, Nortel Networks, Ottawa, Ontario, Canada, Transmission
Control Protocol

Ender Ayanoglu, University of California, Irivne, California, BISDN
(Broadband Integrated Services Digital Network)

Krishna Balachandran, Lucent Technologies Bells Labs, Holmdel, New
Jersey, Wireless Packet Data

Constantine A. Balanis, Arizona State University, Tempe, Arizona,
Antennas

Stella N. Batalama, State University of New York at Buffalo, Buffalo,
New York, Packet-Rate Adaptive Receivers for Mobile Communications

Rainer Bauer, Munich University of Technology (TUM), Munich,
Germany, Digital Audiobroadcasting

S. Benedetto, Politecnico di Torino, Torino (Turin), Italy, Serially
Concatenated Codes and Iterative Algorithms

Toby Berger, Cornell University, Ithaca, New York, Rate-Distortion
Theory

Steven Bernstein, MIT Lincoln Laboratory, Lexington, Massachusetts,
Communication Satellite Onboard Processing

Claude Berrou, ENST Bretagne, Brest, France, Turbo Codes

Randall Berry, Northwestern University, Evanston, Illinois, Information
Theory

H. L. Bertoni, Polytechnic University, Brooklyn, New York, Path Loss
Prediction Models in Cellular Communication Channels

Christian Bettstetter, Technische Universitdt Miinchen, Institute of
Communication Networks, Munich, Germany, General Packet Radio
Service (GPRS); GSM Digital Cellular Communication System

Ravi Bhagavathula, Wichita State University, Wichita, Kansas, Modems

Andrea Bianco, Politecnico di Torino, Torino (Turin), Italy, Multimedia
Networking

Jayadev Billa, BBN Technologies, Cambridge, Massachusetts, Speech
Recognition

Bjorn A. Bjerke, Qualcomm, Inc., Concord, Massachusetts, Pulse
Amplitude Modulation

Fletcher A. Blackmon, Naval Undersea Warfare Center Division
Newport, Newport, Rhode Island, Acoustic Telemetry

vii

Ian F. Blake,
Cryptography

Martin Bossert, University of Ulm, Ulm, Germany, Hadamard Matrices
and Codes

Gregory E. Bottomley, Ericsson Inc., Research Triangle Park, North
Carolina, Channel Tracking in Wireless Communication Systems

Torsten Braun, University of Bern, Bern, Switzerland, Virtual Private
Networks

Madhukar Budagavi, Texas Instruments, Incorporated, Dallas, Texas,
Wireless MPEG-4 Videocommunications

Kenneth Budka, Lucent Technologies Bells Labs, Holmdel, New Jersey,
Wireless Packet Data

R. Michael Buehrer, Virginia Tech, Blacksburg, Virginia, Mobile Radio
Communications

University of Toronto, Ontario, Toronto, Canada,

Julian J. Bussgang, Signatron Technology Corporation, Concord,
Massachusetts, HF Communications

Jens Buus, Gayton Photonics, Gayton, Northants, United Kingdom,
Optical Sources

Seren Buus, Northeastern University, Boston, Massachusetts, Speech
Perception

Maja Bystrom, Drexel University, Philadelphia, Pennsylvania, Image
Processing

Henning Biilow, Optical Systems, Stuttgart, Germany, Polarization Mode
Dispersion Mitigation

A.R. Calderbank, AT&T Shannon Laboratory, Florham Park, New
Jersey, Space—Time Codes for Wireless Communications

Gilberto M. Camilo, OmniGuide Communications, Cambridge, Mas-
sachusetts, Characterization of Optical Fibers

G. Cariolaro, Universita di Padova, Padova, Italy, Pulse Position
Modulation

Jeffrey B. Carruthers, Boston University, Boston, Massachusetts,
Wireless Infrared Communications

John H. Carson, George Washington University, Washington, District of
Columbia, Local Area Networks

Anne Cerboni, France Télécom R&D, Issy Moulineaux, France, IMT-2000
3G Mobile Systems

Kavitha Chandra, Center for Advanced Computation and Telecommu-
nications, University of Massachusetts Lowell, Lowell, Massachusetts,
Statistical Multiplexing

Sekchin Chang, University of Texas at Austin, Austin, Texas, Compensa-
tion of Nonlinear Distortion in RF Power Amplifiers

Matthew Chapman Caesar, University of California at Berkeley,
Berkeley, California, IP Telephony

Jean-Pierre Charles, France Télécom R&D, Issy Moulineaux, France,
IMT-2000 3G Mobile Systems

Chi-Chung Chen, University of California, Los Angeles, California, Chaos
in Communications

Po-Ning Chen, National Chi Tung University, Taiwan, Sequential
Decoding of Convolutional Codes

Thomas M. Chen, Southern Methodist University, Dallas, Texas, ATM
Switching

Zhizhang (David) Chen, Dalhousie University, Halifax, Nova Scotia,
Canada, Millimeter-Wave Antennas

Andrew R. Chraplyvy, Bell Laboratories, Lucent Technologies, Holmdel,
New Jersey, Nonlinear Effects in Optical Fibers

Christos G. Christodoulou, University of New Mexico, Albuquerque, New
Mexico, Antennas for Mobile Communications

Michael T. Chryssomallis, Democritus University of Thrace, Xanthi,
Greece, Antennas for Mobile Communications

Keith M. Chugg, University of Southern California, Los Angeles,
California, Iterative Detection Algorithms in Communications

Habong Chung, Hongik University, Seoul, Korea, Gold Sequences

Leonard J. Cimini Jr., AT&T Labs-Research, Middletown, New Jersey,
Orthogonal Frequency-Division Multiplexing

J. Cioffi, Stanford University, Stanford, California, Very High-Speed
Digital Subscriber Lines (VDSLs)

Wim M. J. Coene, Philips Research Laboratories, Eindhoven, The
Netherlands, Constrained Coding Techniques for Data Storage



viii CONTRIBUTORS

Robert A. Cohen, Troy, New York, Streaming Video

Giovanni Emanuele Corazza, University of Bologna, Bologna, Italy,
¢dma2000

Steven Cummer, Duke University, Durham, North Carolina, Extremely
Low Frequency (ELF) Electromagnetic Wave Propagation

Milorad Cvijetic, NEC America, Herndon, Virginia, Optical Transport
System Engineering

Nelson L. S. da Fonseca, Institute of Computing, State University of
Campinas Brazil, Bandwidth Reduction Techniques for Video Services;
Network Traffic Modeling

Dirk Dahlhaus, Communication Technology Laboratory, Zurich, Switzer-
land, Chirp Modulation

Roger Dalke, Institute for Telecommunication Sciences, Boulder, Col-
orado, Local Multipoint Distribution Services (LMDS)

Marc Danzeisen, University of Bern, Bern, Switzerland, Virtual Private
Networks

Pankaj K. Das, University of California, San Diego, La Jolla, California,
Surface Acoustic Wave Filters

Héctor J. De Los Santos, Coventor, Inc., Irvine, California, MEMS for
RF/Wireless Applications

Filip De Turck, Ghent University, Ghent, Belgium, Multiprotocol Label
Switching (MPLS)

Piet Demeester, Ghent University, Ghent, Belgium, Multiprotocol Label
Switching (MPLS)

Jing Deng, Cornell University, Ithaca, New York, Wireless Ad Hoc
Networks

Michael Devetsikiotis, North Carolina State University, Raleigh, North
Carolina, Network Traffic Modeling

Olufemi Dosunmu, Boston University, Boston, Massachusetts, High-
Speed Photodetectors for Optical Communications

Alexandra Duel-Hallen, North Carolina State University, Raleigh, North
Carolina, Fading Channels

Tolga M. Duman, Arizona State University, Tempe, Arizona, Interleavers
for Serial and Parallel Concatenated (Turbo) Codes

K. L. Eddie Law, University of Toronto, Toronto, Canada, Optical
Switches

Thomas F. Eibert, T-Systems Nova GmbH, Technologiezentrum, Darm-
stadt, Germany, Antenna Modeling Techniques

Evangelos S. Eleftheriou, IBM Zurich Research Laboratory, Ruesch-
likon, Switzerland, Signal Processing for Magnetic Recording Channels

Amro El-Jaroudi, University of Pittsburgh, Pittsburgh, Pennsylvania,
Linear Predictive Coding

Matthew Emsley, Boston University, Boston, Massachusetts, High-Speed
Photodetectors for Optical Communications

T. Erseghe, Universita di Padova, Padova, Italy, Pulse Position
Modulation

Sonia Fahmy, Purdue University, West Lafayette, Indiana, Network
Traffic Management

David R. Famolari, Telecordia Technologies, Morristown, New Jersey,
Wireless IP Telephony

Li Fan, OMM, Inc., San Diego, California, Optical Crossconnects

Andras Farago, University of Texas at Dallas, Richardson, Texas, Medium
Access Control (MAC) Protocols

Aiguo Fei, University of California at Los Angeles, Los Angeles, California,
Multicast Algorithms

Robert J. Filkins, University of California, San Diego, La dJolla,
California, Surface Acoustic Wave Filters

John P. Fonseka, University of Texas at Dallas, Richardson, Texas,
Quadrature Amplitude Modulation

M. Fossorier, University of Hawaii at Manoa, Honolulu, Hawaii, Finite-
Geometry Codes

Roger Freeman, Independent Consultant, Scottsdale, Arizona, Commu-
nity Antenna Television (CATV) (Cable Television); Synchronous Optical
Network (SONET) and Synchronous Digital Hierarchy (SDH)

Fabrizio Frezza, “La Sapienza” University of Rome, Roma, Italy, Leaky-
Wave Antennas

Thomas E. Fuja, University of Notre Dame, Notre Dame, Indiana,
Automatic Repeat Request

Alessandro Galli, “La Sapienza” University of Rome, Roma, Italy, Leaky-
Wave Antennas

Costas N. Georghiades, Texas A&M University, College Station, Texas,
EM Algorithm in Telecommunications

Leonidas Georgiadis, Aristotle University of Thessaloniki, Thessaloniki,
Greece, Carrier-Sense Multiple Access (CSMA) Protocols

Mario Gerla, University of California at Los Angeles, Los Angeles,
California, Multicast Algorithms

Pierre Ghandour, France Télécom R&D, South San Franciso, California,
IMT-2000 3G Mobile Systems

K. Ghorbani, RMIT University, Melbourne, Australia, Microstrip Patch
Arrays

Dipak Ghosal, University of California at Davis, Davis, California, IP
Telephony

Giovanni Giambene, University of Siena, Siena, Italy, Wireless
Application Protocol (WAP)

Arthur A. Giordano, AG Consulting Inc., LLC, Burlington, Mas-
sachusetts, Statistical Characterization of Impulsive Noise

Stefano Giordano, University of Pisa, Pisa, Italy, Multimedia Networking

Alain Glavieux, ENST Bretagne, Brest, France, Turbo Codes

Savo G. Glisic, University of Oulu, Oulu, Finland, Cochannel Interference
in Digital Cellular TDMA Networks

Dennis L. Goeckel, University of Massachusetts, Amherst, Massachusetts,
Bit-Interleaved Coded Modulation

Virgilio E. Gonzalez-Lozano, Department of Electrical and Computer
Engineering, University of Texas at El Paso, El Paso, Texas, Optical
Fiber Local Area Networks

Vivek Goyal, Digital Fountain Inc., Fremont, California, Transform
Coding

Larry J. Greenstein, AT&T Labs-Research, Middletown, New Jersey,
Orthogonal Frequency-Division Multiplexing

Marcus Greferath, San Diego State University, San Diego, California,
Golay Codes

Manuel Giinter, University of Bern, Bern, Switzerland, Virtual Private
Networks

Jaap C. Haartsen, Ericsson Technology Licensing AB, Emmen, The
Netherlands, Bluetooth Radio System

Zygmunt J. Haas, Cornell University, Ithaca, New York, Wireless Ad Hoc
Networks

David Haccoun, Ecole Polytechnique de Montréal, Montréal, Quebec,
Canada, High-Rate Punctured Convolutional Codes

Abdelfatteh Haidine, Dresden University of Technology, Dresden,
Germany, Powerline Communications

M. Hajian, Delft University of Technology, Delft, The Netherlands,
Microwave Waveguides

Mounir Hamdi, Hong Kong University of Science and Technology, Hong
Kong, Multimedia Medium Access Control Protocols for WDM Optical
Networks

Yunghsiang S. Han, National Chi Yan University, Taiwan, Sequential
Decoding of Convolutional Codes

Marc Handlery, Lund University, Lund, Sweden, Tailbiting Convolu-
tional Codes

Eberhard Hénsler, Darmstadt University of Technology, Darmstadt,
Germany, Acoustic Echo Cancellation

Fred Harris, San Diego State University, San Diego, California, Sigma-
Delta Converters in Communication Systems

Christian Hartmann, Technische Universitit Miinchen, Institute of
Communication Networks, Munich, Germany, General Packet Radio
Service (GPRS); GSM Digital Cellular Communication System

Mark Hasegawa-Johnson, University of Illinois at Urbana-Champaign,
Urbana, Illinois, Speech Coding: Fundamentals and Applications

Homayoun Hashemi, Sharif University of Technology, Teheran, Iran,
Wireless Local Loop Standards and Systems

Dimitrios Hatzinakos, University of Toronto, Toronto, Ontario, Canada,
Spatiotemporal Signal Processing in Wireless Communications

Michelle C. Hauer, University of Southern California, Optical Communi-
cations Laboratory, Los Angeles, California, Digital Optical Correlation
for Fiberoptic Communication Systems

Simon Haykin, McMaster University, Hamilton, Ontario, Canada,
Maximum-Likelihood Estimation

Da-ke He, University of Waterloo, Waterloo, Ontario, Canada, Huffman
Coding

Juergen Heiles, Siemens Information & Communication Networks,
Munich, Germany, DWDM Ring Networks

Tor Helleseth, University of Bergen, Bergen, Norway, Ternary Sequences



Thomas R. Henderson, Boeing Phantom Works, Seattle, Washington, Leo
Satellite Networks

Naftali Herscovici, Anteg, Inc., Framingham, Massachusetts, Microstrip
Antennas

Pin-Han Ho, Queen’s University at Kingston, Ontario, Canada, Survivable
Optical Internet

Henk D. L. Hollmann, Philips Research Laboratories, Eindhoven, The
Netherlands, Constrained Coding Techniques for Data Storage

R. Hoppe, Institut Fuer Hochfrequenztechnik, University of Stuttgart,
Stuttgart, Germany, Propagation Models for Indoor Communications

Jiongkuan Hou, New Jersey Institute of Technology, University Heights,
Newark, New Jersey, Admission Control in Wireless Networks

Halid Hrasnica, Dresden University of Technology, Dresden, Germany,
Powerline Communications

Laura L. Huckabee, Time Domain Corporation, Huntsville, Alabama,
Ultrawideband Radio

Abbas Jamalipour, University of Sydney, Sydney, Australia, Satellites in
IP Networks

Pertti Jarvensivu, VT'T Electronics, Oulu, Finland, Cellular Communi-
cations Channels

Bahram Javidi, University of Connecticut, Storrs, Connecticut, Secure
Ultrafast Data Communication and Processing Interfaced with Optical
Storage

Rolf Johannesson, Lund University, Lund, Sweden, Tailbiting Convolu-
tional Codes

Thomas Johansson, Lund University, Lund, Sweden, Authentication
Codes

Sarah J. Johnson, University of Newcastle, Callaghan, Australia, Low-
Density Parity-Check Codes: Design and Decoding

Douglas L. Jones, University of Illinois at Urbana— Champaign,
Berkeley, California, Shell Mapping

Biing-Hwang Juang, Bell Laboratories, Lucent Technologies, Holmdel,
New Jersey, Hidden Markov Models

Edward V. Jull, University of British Columbia, Vancouver, British
Columbia,, Canada, Horn Antennas

Peter Jung, Gerhard-Mercator-Universitit Duisburg,, Duisburg, Ger-
many, Time Division Multiple Access (TDMA)

Apostolos K. Kakaes, Cosmos Communications Consulting Corporation,
Centreville, Virginia, Communication System Traffic Engineering

Dimitris N. Kalofonos, Northeastern University, Boston, Massachusetts,
Multicarrier CDMA

Giines Karabulut, University of Ottawa, School of Information Technology
and Engineering, Ottawa, Ontario, Canada, Waveform Coding

Khalid Karimullah, Hughes Network Systems, Germantown, Maryland,
Geosynchronous Satellite Communications

Magnus Karlsson, Chalmers University of Technology, Gothenburg,
Sweden, Optical Solitons

Tadao Kasami, Hiroshima City University, Hiroshima, Japan, Kasami
Sequences

Timo Kaukoranta, Turku Centre for Computer Science (TUCS),
University of Turku, Turku, Finland, Scalar and Vector Quantization

Mohsen Kavehrad, Pennsylvania State University, University Park,
Pennsylvania, Diversity in Communications

Haruo Kawakami, Antenna Giken Corp., Laboratory, Saitama City,
Japan, Television and FM Broadcasting Antennas

Jurgen Kehrbeck, Head, Division of e-Commerce and Mobile Communica-
tions, LStelcom Lichtenau, Germany, Cell Planning in Wireless Networks

Gerd Keiser, PhotonicsComm Solutions, Inc., Newton Center, Mas-
sachusetts, Optical Couplers; Optical Fiber Communications

John Kieffer, University of Minnesota, Minneapolis, Minnesota, Data
Compression

Dennis Killinger, University of South Florida, Tampa, Florida, Optical
Wireless Laser Communications: Free-Space Optics

Kyungjung Kim, Syracuse University, Syracuse, New York, Adaptive
Antenna Arrays

Ryuji Kohno, Hiroshima City University, Hiroshima, Japan, Kasami
Sequences

Israel Korn, University of New South Wales, Sydney, Australia,
Quadrature Amplitude Modulation

Sastri Kota, Loral Skynet, Palo Alto, California, Trends in Broadband
Communication Networks

CONTRIBUTORS ix

Hamid Krim, ECE Department, North Carolina State University
Centennial Campus, Raleigh, North Carolina, Wavelets: A Multiscale
Analysis Tool

Frank R. Kschischang, University of Toronto, Toronto, Canada, Product
Codes

Erozan M. Kurtas, Seagate Technology, Pittsburgh, Pennsylvania, Design
and Analysis of Low-Density Parity-Check Codes for Applications to
Perpendicular Recording Channels

Alexander V. Kuznetsov, Seagate Technology, Pittsburgh, Pennsylvania,
Design and Analysis of Low-Density Parity-Check Codes for Applications
to Perpendicular Recording Channels

Henry K. Kwok, University of Illinois at Urbana— Champaign, Berkeley,
California, Shell Mapping

Hyuck Kwon, Wichita State University, Wichita, Kansas, Modems

Cedric F. Lam, Opvista Inc., Irvine, California, Modern Ethernet
Technologies

Paolo Lampariello, “La Sapienza” University of Rome, Roma, Italy,
Leaky-Wave Antennas

F. Landstorfer, Institut Fuer Hochfrequenztechnik, University of
Stuttgart, Stuttgart, Germany, Propagation Models for Indoor Commu-
nications

Greg D. LeCheminant, Agilent Technologies, Santa Rosa, California,
Test and Measurement of Optically Based High-Speed Digital Commu-
nications Systems and Components

Frederick K. H. Lee, Queen’s University, Kingston, Ontario, Canada,
Nonuniformly Spaced Tapped-Delay-Line Equalizers for Sparse Multi-
path Channels

Jhong Sam Lee, J.S.Lee Associates, Inc., Rockville, Maryland,
CDMA/IS95

Lin-Nan Lee, Hughes Network Systems, Germantown, Maryland,
Geosynchronous Satellite Communications

Ralf Lehnert, Dresden University of Technology, Dresden, Germany,
Powerline Communications

Hanoch Lev-Ari, Northeastern University, Boston, Massachusetts, Digital
Filters

Allen H. Levesque, Marlborough, Massachusetts, BCH Codes — Binary;
BCH Codes — Nonbinary and Reed-Solomon

Shipeng Li, Microsoft Research Asia, Beijing, P.R. China, Image and
Video Coding

Weiping Li, WebCast Technologies, Inc., Sunnyvale, California, Image
and Video Coding

Ben Liang, Cornell University, Ithaca, New York, Wireless Ad Hoc
Networks

L. P. Ligthart, Delft University of Technology, Delft, The Netherlands,
Microwave Waveguides

Jae S. Lim, Massachusetts Institute of Technology, Cambridge, Mas-
sachusetts, High-Definition Television

Dave Lindbergh, Polycom, Inc., Andover, Massachusetts, H.324:
Videotelephony and Multimedia for Circuit-Switched and Wireless Net-
works

K. J.Ray Liu, University of Maryland, College Park, Maryland,
Multimedia Over Digital Subscriber Lines

Stephen S. Liu, Verizon Laboratories, Waltham, Massachusetts, ATM
Switching

Alfio Lombardo, University of Catania, Catania, Italy, Multimedia
Networking

Steven H. Low, California Institute of Technology, Pasadena, California,
Network Flow Control

M. Luise, University of Pisa, Dipartimento Ingegneria Informazione, Pisa,
Italy, Synchronization in Digital Communication Systems

Steven S. Lumetta, University of Illinois Urbana — Champaign, Urbana,
Illinois, Network Reliability and Fault Tolerance

Wei Luo, Lucent Technologies Bells Labs, Holmdel, New Jersey, Wireless
Packet Data

Maode Ma, Nanyang Technological University, Singapore, Multimedia
Medium Access Control Protocols for WDM Optical Networks

Rangaraj Madabhushi, Agere Systems, Optical Core Networks Dividion,
Breinigsville, Pennsylvania, Optical Modulators — Lithium Niobate

Aarne Mimmela, VI'T Electronics, Oulu, Finland, Cellular Communica-
tions Channels

Elias S. Manolakos, Northeastern University, Boston, Massachusetts,
Neural Networks and Applications to Communications



X CONTRIBUTORS

Jon W. Mark, University of Waterloo, Waterloo, Ontario, Canada,
Wideband CDMA in Third-Generation Cellular Communication Systems

Donald P. Massa, Massa Products Corporation, Hingham, Massachusetts,
Acoustic Transducers

James L. Massey, Consultare Technology Group, Bethesda, Denmark,
Threshld Decoding

Osamu Matoba, University of Tokyo, Tokyo, Japan, Secure Ultrafast Data
Communication and Processing Interfaced with Optical Storage

John E. McGeehan, University of Southern California, Optical Communi-
cations Laboratory, Los Angeles, California, Digital Optical Correlation
for Fiberoptic Communication Systems

Peter J. McLane, Queen’s University, Kingston, Ontario, Canada, Nonuni-
formly Spaced Tapped-Delay-Line Equalizers for Sparse Multipath
Channels

Steven W. McLaughlin, Georgia Institute of Technology, Atlanta, Georgia,
Turbo Product Codes for Optical CDMA Systems

Donald G. McMullin, Broadcom Corporation, Irvine, California, Cable
Modems

Muriel Médard, Massachusetts Institute of Technology, Cambridge,
Massachusetts, Network Reliability and Fault Tolerance

Seapahn Megerian, University of California at Los Angeles, West Hills,
California, Wireless Sensor Networks

U. Mengali, University of Pisa, Dipartimento Ingegneria Informazione,
Pisa, Italy, Synchronization in Digital Communication Systems

Lazaros Merakos, University of Athens, Panepistimiopolis, Athens Greece,
Wireless ATM

Jan De Merlier, Ghent University—IMEC, Ghent, Belgium, Optical
Signal Regeneration

Alfred Mertins, University of Wollongong, Wollongong, Australia, Image
Compression

John J. Metzner, Pennsylvania State University, University Park,
Pennsylvania, Aloha Protocols

Alan R. Mickelson, University of Colorado, Boulder, Colorado, Active
Antennas

Arnold M. Michelson, Marlborough, Massachusetts, BCH Codes — Bin-
ary; BCH Codes — Nonbinary and Reed-Solomon

Leonard E. Miller, Wireless Communications Technologies Group, NIST,
Gaithersburg, Maryland, CDMA/IS95

Mario Minami, University of Sdo Paulo, Sdo Paulo, Brazil, Low-Bit-Rate
Speech Coding

Joseph Mitola III, Consulting Scientist, Tampa, Florida, Software Radio

Urbashi Mitra, Communication Sciences Institute, Los Angeles, Califor-
nia, Adaptive Receivers for Spread-Spectrum Systems

Eytan Modiano, Massachusetts Institute of Technology, Cambridge,
Massachusetts, Wavelength-Division Multiplexing Optical Networks

Peter Monsen, P.M. Associates, Stowe, Vermont, Tropospheric Scatter
Communication

G. Montorsi, Politecnico di Torino, Torino (Turin), Italy, Serially
Concatenated Codes and Iterative Algorithms

Tim Moors, University of New South Wales, Sydney, Australia, Transport
Protocols for Optical Networks

Piar Moqvist, Chalmers University of Technology, Gdéteborg, Sweden,
Serially Concatenated Continuous-Phase Modulation with Iterative
Decoding

M. Morelli, University of Pisa, Dipartimento Ingegneria Informazione,
Pisa, Italy, Synchronization in Digital Communication Systems

Geert Morthier, Ghent University—IMEC, Ghent, Belgium, Optical
Signal Regeneration

Hussein T. Mouftah, Queen’s University at Kingston, Ontario, Canada,
Survivable Optical Internet

Biswanath Mukherjee, University of California, Davis, Davis, California,
Design and Analysis of a WDM Client/Server Network Architecture

Hannes Miisch, GN ReSound Corporation, Redwood City, California,
Speech Perception

Rohit U. Nabar, Stanford University, Stanford, California, Mimo
Communication Systems

Ayman F. Naguib, Morphics Technology Inc., Campbell, California,
Space—Time Codes for Wireless Communications

Masao Nakagawa, Keio University, Japan, Communications for Intelli-
gent Transportation Systems

Hisamatsu Nakano, Hosei University, Koganei, Tokyo, Japan, Helical
and Spiral Antennas

A. L. Narasimha Reddy, Texas A&M University, College Station, Texas,
Differentiated Services

Krishna R. Narayanan, Texas A&M University, College Station, Texas,
Turbo Equalization

Tomoaki Ohtsuki, Tokyo University of Science, Noda, Chiba, Japan,
Optical Synchronous CDMA Systems

Yasushi Ojiro, Antenna Giken Corp., Laboratory, Saitama City, Japan,
Television and FM Broadcasting Antennas

Rolf Oppliger, eSECURITY Technologies Rolf Oppliger, Bern, Switzer-
land, Network Security

Alessandro Orfei, CNR, Istituto di Radioastronomia, Bologna, Italy,
Parabolic Antennas

Douglas O’Shaughnessy, INRS-Telecommunications, Montreal, Quebec,
Canada, Speech Processing

Tony Ottosson, Chalmers University of Technology, Goteborg, Sweden,
Signature Sequences for CDMA Communications

Sebnem Ozer, MeshNetworks, Inc., Orlando, Florida, Admission Control
in Wireless Networks

Ryan A. Pacheco, University of Toronto, Toronto, Ontario, Canada,
Spatiotemporal Signal Processing in Wireless Communications

K. Pahlavan, Center for Wireless Information Network Studies Worcester
Polytechnic Institute, Worcester, Massachusetts, Trends in Wireless
Indoor Networks

Algirdas Pakstas, London Metropolitan University, London, England,
Intranets and Extranets

Constantinos B. Papadias, Global Wireless Systems Research, Bell
Laboratories, Lucent Technologies, Holmdel, New <Jersey, Multiple
Antenna Transceivers for Wireless Communications: A Capacity
Perspective

Panagiotis Papadimitratos, Cornell University, Ithaca, New York,
Wireless Ad Hoc Networks

Symeon Papavassiliou, New Jersey Institute of Technology, University
Heights, Newark, New Jersey, Admission Control in Wired Networks;
Admission Control in Wireless Networks

Peter Papazian, Institute for Telecommunication Sciences, Boulder,
Colorado, Local Multipoint Distribution Services (LMDS)

Matthew G. Parker, University of Bergen, Bergen, Norway, Golay
Complementary Sequences; Peak-to-Average Power Ratio of Orthogonal
Frequency-Division Multiplexing

So Ryoung Park, Korea Advanced Institute of Science and Technology
(KAIST), Daejeon, Korea, Polyphase Sequences

Steen A. Parl, Signatron Technology Corporation, Concord, Mas-
sachusetts, HF Communications

Gianni Pasolini, University of Bologna, DEIS, Italy, Communications for
Intelligent Transportation Systems

Nikos Passas, University of Athens, Panepistimiopolis, Athens Greece,
Wireless ATM

Kenneth G. Paterson, University of London, Egham, Surrey, Golay
Complementary Sequences

Arogyaswami J. Paulraj, Stanford University, Stanford, California,
Mimo Communication Systems

Fotini-Niovi Pavlidou, Aristotle University of Thessaloniki, Thessaloniki,
Greece, Frequency-Division Multiple Access (FDMA): Overview and
Performance Evaluation

Menelaos K. Perdikeas, National Technical University of Athens, Athens,
Greece, Distributed Intelligent Networks

Lance C. Perez, University of Nebraska, Lincoln, Omaha, Soft Output
Decoding Algorithms

Athina P. Petropulu, Drexel University, Philadelphia, Pennsylvania,
Interference Modeling in Wireless Communications

Stephan Pfletschinger, Institute of Telecommunications, University of
Stuttgart, Stuttgart, Germany, DMT Modulation

Raymond L. Pickholtz, George Washington University, Washington,
District of Columbia, Code-Division Multiple Access

Pekka Pirinen, University of Oulu, Oulu, Finland, Cochannel Interfer-
ence in Digital Cellular TDMA Networks

Leon Poladian, University of Sydney, Eveleigh, Australia, Optical Filters

Anastasis C. Polycarpou, Arizona State University, Tempe, Arizona,
Antennas

Dimitrie C. Popescu, Rutgers WINLAB, Piscataway, New ersey,
Interference Avoidance for Wireless Systems



Miodrag Potkonjak, University of California at Los Angeles, West Hills,
California, Wireless Sensor Networks

Edward J. Powers, University of Texas at Austin, Austin, Texas,
Compensation of Nonlinear Distortion in RF Power Amplifiers

John G. Proakis, Northeastern University, Boston, Massachusetts,
Amplitude Modulation; Companders; Intersymbol Interference in Digital
Communication Systems; Matched Filters in Signal Demodulation;
Power Spectra of Digitally Modulated Signals; Sampling of Analog
Signals; Shallow-Water Acoustic Networks; Spread Spectrum Signals
for Digital Communications

Chunming Qiao, SUNY at Buffalo, Buffalo, New York, Optical Switching
Techniques in WDM Optical Networks

Hayder Radha, Troy, New York, Streaming Video

Harold Raemer, Northeastern University, Boston, Massachusetts, Atmo-
spheric Radiowave Propagation

Daniel Ralph, BTexact Technologies, Ipswich, Suffolk, United Kingdom,
Services Via Mobility Portals

Miguel Arjona Ramirez, University of Sdo Paulo, Sdo Paulo, Brazil,
Low-Bit-Rate Speech Coding

Carey Rappaport, Northeastern University, Boston, Massachusetts,
Reflector Antennas

Theodore S. Rappaport, The University of Texas at Austin, Austin, Texas,
Mobile Radio Communications

Lars K. Rasmussen, University of South Australia, Mawson Lakes,
Australia, Iterative Detection Methods for Multiuser Direct-Sequence
CDMA Systems

Joseph A. Rice, Northeastern University, Boston, Massachusetts, Shallow-
Water Acoustic Networks

Matti Rintamaéki, Helsinki University of Technology, Helsinki, Finland,
Power Control in CDMA Cellular Communication Systems

Apostolos Rizos, AWARE, Inc., Bedford, Massachusetts, Partial-Response
Signals for Communications

Patrick Robertson, Institute for Communications Technology, German
Aerospace Center (DLR), Wessling, Germany, Turbo Trellis-Coded
Modulation (TTCM) Employing Parity Bit Puncturing and Parallel
Concatenation

Ulrich L. Rohde, Synergy Microwave Corporation, Paterson, New Jersey,
Frequency Synthesizers

Kai Rohrbacher, Head, Department of Mobile Communication Software,
LStelcom Lichtenau, Germany, Cell Planning in Wireless Networks

Christopher Rose, Rutgers WINLAB, Piscataway, New Jersey, Interfer-
ence Avoidance for Wireless Systems; Paging and Registration in Mobile
Networks

George N. Rouskas, North Carolina State University, Raleigh, North
Carolina, Routing and Wavelength Assignment in Optical WDM
Networks

Michael Ruane, Boston University, Boston, Massachusetts, Optical
Memories

William E. Ryan, University of Arizona, Tucson, Arizona, Concatenated
Convolutional Codes and Iterative Decoding

Ashutosh Sabharwal, Rice University, Houston, Texas, Multiuser
Wireless Communication Systems

John N. Sahalos, Radiocommunications Laboratory, Aristotle University
of Thessaloniki, Thessaloniki, Greece, Antenna Arrays

S. Sajama, Cornell University, Ithaca, New York, Wireless Ad Hoc
Networks

Magdalena Salazar Palma, Universidad Politecnica de Madrid, Madrid,
Spain, Adaptive Antenna Arrays

Masoud Salehi, Northeastern University, Boston, Massachusetts, Fre-
quency and Phase Modulation

Burton R. Saltzberg, Middletown, New cJersey, Carrierless Ampli-
tude—Phase Modulation

Sheldon S. Sandler, Lexington, Massachusetts, Linear Antennas

Hikmet Sari, Juniper Networks, Paris, France, Broadband Wireless
Access

Tapan K. Sarkar, Syracuse University, Syracuse, New York, Adaptive
Antenna Arrays

Iwao Sasase, Keio University, Yokohama, Japan, Optical Synchronous
CDMA Systems

Ali H. Sayed, University of California, Los Angeles, California, Wireless
Location

CONTRIBUTORS xi

Christian Schlegel, University of Alberta, Edmonton, Alberta, Canada,
Trellis Coding

Jeffrey B. Schodorf, MIT Lincoln Laboratory, Lexington, Massachusetts,
Land-Mobile Satellite Communications

Thomas A. Schonhoff, Titan Systems Corporation, Shrewsbury, Mas-
sachusetts, Continuous Phase Frequency Shift Keying (CPFSK); Statis-
tical Characterization of Impulsive Noise

Henning Schulzrinne, Columbia University, New York, New York,
Session Initiation Protocol (SIP)

Romed Schur, Institute of Telecommunications, University of Stuttgart,
Stuttgart, Germany, DMT Modulation

Kenneth Scussel, Benthos, Inc., North Falmouth, Massachusetts, Acoustic
Modems for Underwater Communication

Randall G. Seed, MIT Lincoln Laboratory, Lexington, Massachusetts,
Multibeam Phased Arrays

M. Selim fJnlii, Boston University, Boston, Massachusetts, High-Speed
Photodetectors for Optical Communications

Husrev Sencar, New Jersey Institute of Technology, Newark, New Jersey,
Orthogonal Transmultiplexers: A Time-Frequency Perspective

Mehdi Shadaram, Department of Electrical and Computer Engineering,
University of Texas at El Paso, El Paso, Texas, Optical Fiber Local Area
Networks

Ippei Shake, NTT Network Innovation Laboratories, Kanagawa, Japan,
Signal Quality Monitoring in Optical Networks

K. Sam Shanmugan, University of Kansas, Lawrence, Kansas, Simulation
of Communication Systems

John M. Shea, University of Florida, Gainesville, Florida, Multidimen-
sional Codes

Chris Shephard, BTexact Technologies, Ipswich, Suffolk, United King-
dom, Services Via Mobility Portals

Barry L. Shoop, United States Military Academy, West Point, New York,
Photonic Analog-to-Digital Converters

Mark Shtaif, Tel-Aviv University, Tel-Aviv, Israel, Modeling and Analysis
of Digital Optical Communications Systems

Marvin K. Simon, Jet Propulsion Laboratory, California Institute of
Technology, Pasadena, California, Minimum-Shift-Keying

Kazimierz (Kai) Siwiak, 7Time Domain Corporation, Huntsville,
Alabama, Loop Antennas; Ultrawideband Radio

David R. Smith, George Washington University, Ashburn, Virgina,
Terrestrial Microwave Communications

Josep Solei Tresserres, France Télécom R&D, South San Franciso,
California, IMT-2000 3G Mobile Systems

Hong-Yeop Song, Yonsei University, Seoul, South Korea, Feedback Shift
Register Sequences

Tickho Song, Korea Advanced Institute of Science and Technology
(KAIST), Daejeon, Korea, Polyphase Sequences

Ethem M. Sozer, Northeastern University, Boston, Massachusetts,
Shallow-Water Acoustic Networks

Andreas Spanias, Arizona State University, Tempe, Arizona, Vocoders

Predrag Spasojevié, Rutgers, The State University of New ersey,
Piscataway, New Jersey, EM Algorithm in Telecommunications

Joachim Speidel, Institute of Telecommunications, University of
Stuttgart, Stuttgart, Germany, DMT Modulation

Per Stahl, Lund University, Lund, Sweden, Tailbiting Convolutional
Codes

Alexandros Stavdas, National Technical University of Athens, Athens,
Greece, Optical Multiplexing and Demultiplexing

Marc-Alain Steinemann, University of Bern, Bern, Switzerland, Virtual
Private Networks

Dimitrios Stiliadis, Bell Laboratories, Lucent Technologies, Holmdel,
New Jersey, Packet-Switched Networks

Milica Stojanovic, Massachusetts Institute of Technology, Cambridge,
Massachusetts, Acoustic (Underwater) Communications; Shallow-Water
Acoustic Networks

Detlef Stoll, Siemens ICN, Optisphere Networks, Boca Raton, Florida,
DWDM Ring Networks

Erik Strom, Chalmers University of Technology, Goteborg, Sweden,
Signature Sequences for CDMA Communications

Carl-Erik W. Sundberg, iBiquity Digital Corp., Warren, New Jersey,
Continuous-Phase-Coded Modulation

Arne Svensson, Chalmers University of Technology, Goteborg, Sweden,
Signature Sequences for CDMA Communications



xii CONTRIBUTORS

Violet R. Syrotiuk, University of Texas at Dallas, Richardson, Texas,
Medium Access Control (MAC) Protocols

Chintha Tellambura, University of Alberta, Edmonton, Alberta, Golay
Complementary Sequences; Peak-to-Average Power Ratio of Orthogonal
Frequency-Division Multiplexing; Wireless Communications System
Design

Hemant K. Thapar, LSI Logic Corporation, San Jose, California,
Magnetic Storage Systems

Toannis Tomkos, Athens Information Technology, Peania, Greece, WDM
Metropolitan-Area Optical Networks

Lang Tong, Cornell University, Ithaca, New York, Channel Modeling and
Estimation

Brent Townshend, Townshend Computer Tools, Menlo Park, California,
V.90 MODEM

William H. Tranter, Virginia Tech, Blacksburg, Virginia, Mobile Radio
Communications

H. J. Trussell, North Carolina State University, Raleigh, North Carolina,
Image Sampling and Reconstruction

Jitendra K. Tugnait, Auburn University, Auburn, Alabama, Blind
Equalization Techniques

B. E. Usevitch, University of Texas at El Paso, El Paso, Texas, JPEG2000
Image Coding Standard

Steven Van Den Berghe, Ghent University, Ghent, Belgium, Multiproto-
col Label Switching (MPLS)

Pim Van Heuven, Ghent University, Ghent, Belgium, Multiprotocol Label
Switching (MPLS)

Richard van Nee, Woodside Networks, Breukelen, The Netherlands,
Wireless LAN Standards

Alessandro Vanelli-Coralli, University of Bologna, Bologna, Italy,
cdma2000

Emmanouel Varvarigos, University of Patras, Patras, Greece, Computer
Communications Protocols

Theodora Varvarigou, National Technical University, Patras, Greece,
Computer Communications Protocols

Bane Vasic, University of Arizona, Tucson, Arizona, Design and Analysis
of Low-Density Parity-Check Codes for Applications to Perpendicular
Recording Channels

Iakovos S. Venieris, National Technical University of Athens, Athens,
Greece, Distributed Intelligent Networks

Roberto Verdone, University of Bologna, DEIS, Italy, Communications
for Intelligent Transportation Systems

A. J. Viterbi, Viterbi Group, San Diego, California, Viterbi Algorithm

Emanuele Viterbo, Politechnico di Torino, Torino (Turin), Italy,
Permutation Codes

Branimir R. Vojéié, George Washington University, Washington, District
of Columbia, Code-Division Multiple Access

John L. Volakis, University of Michigan, Ann Arbor, Michigan, Antenna
Modeling Techniques

John C. H. Wang, Federal Communications Commission, Washington,
District of Columbia, Radio Propagation AT LF, MF, and HF

Xiaodong Wang, Columbia University, New York, New York, Blind
Multiuser Detection

R. B. Waterhouse, RMIT University, Melbourne, Australia, Microstrip
Patch Arrays

Steven R. Weller, University of Newcastle, Callaghan, Australia, Low-
Density Parity-Check Codes: Design and Decoding

Wushao Wen, University of California, Davis, Davis, California, Design
and Analysis of a WDM Client/Server Network Architecture

Lih-Jyh Weng, Maxtor Corporation, Shrewsbury, Massachusetts, Coding
for Magnetic Recording Channels

Richard D. Wesel, University of California at Los Angeles, Los Angeles,
California, Convolutional Codes

Krzysztof Wesolowski, Poznari University of Technology, Poznan,
Poland, Adaptive Equalizers

Stephen B. Wicker, Cornell University, Ithaca, New York, Cyclic Codes

Werner Wiesbeck, Director, Institute for High Frequency Technology and
Electronics Karlsruhe University, Germany, Cell Planning in Wireless
Networks

Alan E. Willner, University of Southern California, Optical Communica-
tions Laboratory, Los Angeles, California, Digital Optical Correlation for
Fiberoptic Communication Systems

Stephen G. Wilson, University of Virginia, Charlottesvaille, Virginia,
Trellis-Coded Modulation

Bernhard Wimmer, Siemens AG, Munich, Germany, H.324: Videotele-
phony and Multimedia for Circuit-Switched and Wireless Networks

Peter J. Winzer, Bell Laboratories, Lucent Technologies, Holmdel, New
Jersey, Optical Transmitters, Receivers, and Noise

G. Woelfle, Institut Fuer Hochfrequenztechnik, University of Stuttgart,
Stuttgart, Germany, Propagation Models for Indoor Communications

Tan F. Wong, University of Florida, Gainesville, Florida, Multidimen-
sional Codes

Thomas Woérz, Audens ACT Consulting GmbH, Wessling, Germany, Turbo
Trellis-Coded Modulation (TTCM) Employing Parity Bit Puncturing and
Parallel Concatenation

William W. Wu, Consultare Technology Group, Bethesda, Denmark,
Threshld Decoding

Yiyan Wu, Communications Research Centre Canada, Ottawa, Ontario,
Canada, Terrestrial Digital Television

Jimin Xie, Siemens ICN, Optisphere Networks, Boca Raton, Florida,
DWDM Ring Networks

Fuqin Xiong, Cleveland State University, Cleveland, Ohio, Digital Phase
Modulation and Demodulation

En-hui Yang, University of Waterloo, Waterloo, Ontario, Canada, Huffman
Coding

Jie Yang, New Jersey Institute of Technology, University Heights, Newark,
New Jersey, Admission Control in Wired Networks

Xueshi Yang, Drexel University, Philadelphia, Pennsylvania, Interference
Modeling in Wireless Communications

Kung Yao, University of California, Los Angeles, California, Chaos in
Communications

Bulent Yener, Rensselaer Polytechnic University, Troy, New York,
Internet Security

Ikjun Yeom, Korea Advanced Institute of Science and Technology, Seoul,
South Korea, Differentiated Services

Abbas Yongacoglu, University of Ottawa, School of Information
Technology and Engineering, Ottawa, Ontario, Canada, Waveform
Coding

Myungsik Yoo, Soongsil University, Seoul, Korea, Optical Switching
Techniques in WDM Optical Networks

Nabil R. Yousef, Adaptive Systems Laboratory, Department of Electrical
Engineering, University of California, Los Angeles, California, Wireless
Location

Jens Zander, Royal Institute of Technology, Stockholm, Sweden, Radio
Resouce Management in Future Wireless Networks

Yimin Zhang, Villanova University, Villanova, Pennsylvania, Interference
Suppression in Spread-Spectrum Communication Systems

Haitao Zheng, Bell Laboratories, Lucent Technologies, Holmdel, New
Jersey, Multimedia Over Digital Subscriber Lines

Shihua Zhu, Xian Jiaotong University, Xian, Shaanxi, People’s Republic of
China, Wideband CDMA in Third-Generation Cellular Communication
Systems

Rodger E. Ziemer, University of Colorado, Colorado Springs, Colorado,
Mobile Radio Communications



WILEY ENCYCLOPEDIA OF

TELECOMMUNICATIONS

VOLUME 1




A

ACOUSTIC ECHO CANCELLATION

EBERHARD HANSLER

Darmstadt University of Technology
Darmstadt, Germany

1. INTRODUCTION

In 1877 the front page of Scientific American showed
a picture of a man using “the new Bell telephone” [1].
He held a microphone in front of his mouth and an
identical-looking device —the loudspeaker — close to one
of his ears. So, at the beginning of telecommunica-
tions both hands were busy while making a telephone
call. This troublesome way of operation was due to the
lack of efficient electroacoustic converters and ampli-
fiers. The inconvenience, however, guaranteed optimal
conditions: a high signal-to-(environmental) noise ratio
at the microphone input, a perfect coupling between
loudspeaker and the ear of the listener, and —last but
not least—a high attenuation between the loudspeaker
and microphone. The designers of modern speech com-
munication systems still dream of getting back those
conditions.

It did not take long until the microphone and the
loudspeaker of a telephone were mounted in a handset.
Thus, one hand had been freed. To provide a fully
natural communication between two users of a speech
communication system —to allow both to speak at the
same time and to interrupt each other, with both hands
free —is still a problem that keeps hundreds of researchers
and industrial developers busy.

This article is meant to explain the problem of
acoustical echoes and their cancellation. It will focus
on the hands-free telephone as one of the applications
mostly asked for. The statements, however, hold for other
applications such as hearing aids, voice input systems,
and public-address systems as well.

The problem of acoustic echo cancellation arises
wherever a loudspeaker and a microphone are placed
such that the microphone picks up the signal radiated
by the loudspeaker and its reflections at the borders
of the enclosure. As a result, the electroacoustic circuit
may become unstable and produce howling. In addition,
the users of telecommunication systems are annoyed by
listening to their own speech delayed by the round-
trip time of the system. To avoid these problems, the
attenuation of the acoustic path between loudspeaker and
microphone has to be sufficiently high.

In general, acoustic echo cancellation units as used
in hands-free communication systems consist of three
subunits: (1) a loss control circuit (LC), (2)a filter
parallel to the loudspeaker—enclosure—microphone sys-
tem (LEMS)—the echo cancellation filter (ECF), and
(3) a second filter —the residual echo-suppressing filter
(RESF) —within the path of the output signal (see Fig. 1).

From
remote
speaker

Loss Echo
control cancellation

To remote
speaker -

Residual echo
suppression

P

Loudspeaker-enclosure-
microphone system
Figure 1. General structure of an acoustic echo cancellation

system.

Their functions are obvious — the loss control circuit can
attenuate the input and/or output signal such that the
communication loop always remains stable. The ECF in
parallel to the LEMS is able to cancel echoes picked up by
the microphone according to the degree to which this filter
is matched to the LEMS. The RESF within the path of
the output signal can be used to suppress residual echoes
and background noise. In the early days of acoustic echo
control a so-called center clipper (see Fig. 2) took the place
of this filter.

Of these subunits, the loss control circuit has the
longest history in hands-free communication systems.
In its simplest form it reduces the wusually full-
duplex communication system to a half-duplex one by
alternatively switching the input and output lines on
and off. Apart from preventing howling and suppressing
echoes, any natural conversation was prevented, too. Only
the ECF in parallel to the LEMS can help to provide
full-duplex (i.e., fully natural) communication.

A device for hands-free telephone conversation using
voice switching was presented in 1957 [2]. The introduc-
tion of a center clipper in 1974 [3] resulted in a noticeable
improvement. Laboratory experiments applying an adap-
tive filter for acoustic echo cancellation were reported in
1975 [4]. At that time, however, an economically feasible
implementation of such a filter for acoustic echo cancella-
tion was far out of sight.

Because of the high interest in providing hands—free
speech communication, an enormous number of papers has
been published since the early 1980s. Among those are a
number of bibliographies [5-8], overview papers [9-11],
and books [12,13].

In Out

Figure 2. Center clipper.
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From remote (")

speaker

Figure 3. Notation used in this contribution:
LC =loss control circuit, LEMS = loudspeaker
—enclosure—microphone system, ECF = echo-
canceling filter, RESF = residual echo suppress-

speaker
ing filter.

For the following considerations, the notation as given
in Fig. 3 will be used. Lowercase boldface letters will
indicate column vectors; uppercase boldface letters will
denote matrices.

2. SCENARIO

2.1. Systems

2.1.1. Loudspeaker—Enclosure—Microphone System (LEMS).
In a LEMS the loudspeaker and the microphone are con-
nected by an acoustical path formed by a direct connection
(if both can “see” each other) and in general a large
number of reflections at the boundaries of the enclo-
sure. For low sound pressure and no overload of the
converters, this system may be modeled with sufficient
accuracy as a linear system. The impulse response can
be described by a sequence of delta impulses delayed pro-
portionally to the geometric length of the related path
and the inverse of the sound velocity. The amplitudes
of the impulses depend on the reflection coefficients of
the boundaries and on the inverse of the pathlengths.
As a first-order approximation one can assume that the
impulse response decays exponentionally. A measure for
the degree of this decay is the reverberation time Tgo,
which specifies the time necessary for the sound energy to
drop by 60 dB after the sound source has been switched

| | | | | | | | | |
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To remote ()
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off [14]. Depending on the application, it may be possible
to design the boundaries of the enclosure such that the
reverberation time is small, resulting in a short impulse
response. Examples are telecommunication studios. For
ordinary offices, the reverberation time Ty is typically in
the order of a few hundred milliseconds. For the interior
of a passenger car, this quantity is a few tens of mil-
liseconds long. Figure 4 shows the impulse responses of
LEMSs measured in an office (left) and in a passenger
car (right). The microphone signals have been sampled
at 8 kHz according to the standards for telephone sig-
nals. It becomes obvious that the impulse response of an
office exhibits amplitudes noticeably different from zero
even after 1000 samples, that is to say, after 125 ms.
In comparison, the impulse response of the interior of a
car decays faster because of the smaller volume of this
enclosure.

The impulse response of a LEMS is highly sensitive
to any changes such as the movement of a person within
it. This is explained by the fact that, assuming a sound
velocity of 343 m/s and 8 kHz sampling frequency, the
distance traveled between two sampling instants is 4.3 cm.
Therefore, a 4.3-cm change in the length of an echo path,
the move of a person by only a few centimeters, shifts the
related impulse by one sampling interval. Thus, the echo
cancellation filter (ECF) that has to mimic the LEMS must
be an adaptive filter.
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-0.3 —
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Figure 4. Impulse responses measured in an office (left) and in a car (right) (sampling frequency = 8 kHz).
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Figure 5. Simulation of an impulse response: direct path and
two reflections.

2.1.2. Simulation of a LEMS. The impulse response of
a LEMS can be simulated by using the principle of an
image source [15] just as used in geometric optics. A
reflected sound ray can be viewed as originating from
a mirror image of the original source (see Fig.5). At
the reflection the sound pressure is attenuated according
to a reflection coefficient that depends on the material
at the reflection point. Typical reflection coefficients are
in the order of 0.4 for “soft” material and close to but
smaller than one for rigid walls [16]. Reflections occur at
all boundaries of the enclosure, and sound rays may be
reflected several times before reaching the microphone. In
addition to (multiple) reflections, the sound pressure is
also attenuated proportionally to the inverse of the length
of its path.

2.1.3. Electronic Replica of LEMSs. From a control
engineering point of view, acoustic echo cancellation is
a system identification problem. However, the system to
be identified — the LEMS —is highly complex; its impulse
response exhibits up to several thousand sample values
noticeably different from zero and it is time-varying at
a speed mainly according to human movements. The
question of the optimal structure of the ECF has been
discussed intensively. Since a long impulse response has
to be modeled by the ECF, a recursive (IIR) filter seems
best suited at first glance. At second glance, however, the
impulse response exhibits a highly detailed and irregular
shape. To achieve a sufficiently good match, the replica
must offer a large number of adjustable parameters.
Therefore, an IIR filter does not have an advantage over a
nonrecursive (FIR) filter [17,18]. The even more important
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argument in favor of an FIR filter is its guaranteed
stability during adaptation.

Figure 6 shows an FIR filter of length N. The N values
of the input signal u(n) can be combined in a column
vector u(n):

u®n) =lu®),un—-1,u(n—-2),...,u(n —N + 2),
xu(n —N+ D]7T @D

If we also combine the filter coefficients, the tap weights,
in a column vector w(n)

w(n) = [wo(n), w1(n), wa(n), ..., wy-2(m), wy_1(MWI"  (2)

the output signal d(n) can be written as an inner product:

N-1
dn) =Y wmun —k) =w' m)un) =u" ) w) @3)

k=0

A measure to express the effect of an ECF is the echo
return loss enhancement (ERLE):

E[d*(n)]

ERLE =10log ——F——
E[(d(n) —d(n))?]

“)

where the echo d(n) is equal to the microphone output
signal y(n) in case the loudspeaker is the only signal
source within the LEMS [i.e., the local speegh signal ny(n)
and the local noise n,(n) are zero], and d(n) describes
the ECF output. Denoting the (assumed to be time
invariant for the moment) impulse responses of the LEMS
by h;,i=0,...,00, and the ECF by w respectively, it
follows that

d(n) =) hiun —i) 5)
i=0
and
. N-1
d(n) = Zwiu(n —1) (6)
i=0

where N —1 is the degree of the nonrecursive ECF.
Assuming, also for simplicity, a stationary white input
signal u(n), the ERLE can be expressed as

El?(n)] ) h?
ERLE = 10log — = 4 dB
Elu?(n)] (Z hL2 -2 Z hiw; + Z w?)
i=0 i=0 i=0

("N

u(n)
u(n) |u(n-1)|u(n-2)|u(n-3)|u(n-4)| - -

u(n—N+2)

u(n—N+1

cfolclofoRs
(-

e €5
(-

Figure 6. Transversal (FIR) filter as used
to model the LEMS.
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An upper bound for the effect of an ECF of degree N — 1
can be calculated by assuming a perfect match of the first
N coefficients of the ECF with the LEMS:

w;=h; for 0<i<N 8)

In this case Eq. (7) reduces to

3 w2

ERLE 1. (N) = 10log =2 — dB )

o0

>_h
n=N

Figure 7 shows the upper bounds of the ERLE
achievable with transversal ECFs of length N for an office
and a car with impulse responses as given in Fig. 4. An
attenuation of only 25 dB needs filter lengths of about
1100 for the office and about 250 for the car.

2.2. Signals

2.2.1. Speech Signals. Acoustic echo cancellation requires
the adaptation of FIR filters. In general, the performance of
adaptation algorithms crucially depends on the properties
of the signals involved. In the application considered here,
one has to deal primarily with speech signals additively
disturbed by other speech signals (in the case of doubletalk,
i.e., if both communication partners talk simultaneously)
and by noise. Performing signal processing with this type
of signals turns out to be very difficult.

Speech is characterized by nearly periodic segments,
by noiselike segments, and by pauses. The signal
envelope fluctuates enormously. In speech processing
it is widely accepted that parameters derived from a
speech signal have to be updated after intervals of
about 20 ms. Short-time variances may differ by more
than 40 dB [19]. Sampling frequencies range from 8 kHz
in telephone systems up to about 40 kHz in high-
fidelity systems. Even in the case of 8 kHz sampling

50 T T [ — T T [ — T
45
40— —
35 —
30 —
25 —
20 —
15
10

Upper bound of ERLE in dB

5 —

0 | | | | | | | | |
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Filter length N

frequency, consecutive samples are highly correlated.
The normalized autocorrelation coefficient s,,(1)/s,,(0)
of neighboring samples assumes values in the range of
0.8—0.95. Short-time autocorrelation matrices very often
become singular. Thus, special precautions are necessary
to prevent instability of algorithms that use —directly
or indirectly —the inverse of the autocorrelation matrix.
To summarize, speech signals are nonpersistent. Figure 8
shows a segment of a speech signal (left) and an
estimate of a power spectral density of speech signals
(right). The spectrum clearly indicates that the statistical
properties of speech are quite different from those of a
white process.

2.2.2. Noise. The noise signals involved in echo-
canceling applications are typically those existing in offices
or in moving cars. Especially the noise in a passenger
car moving at constant speed exhibits a power density
spectrum that is decaying slightly faster than the one of
speech (Fig. 9). In both cases the major part of the energy
is concentrated at low frequencies.

2.3. Side Constraints

Acoustic echo cancelers used in telephones have to
comply with a number of standards issued by the
international standardization organizations like the Inter-
national Telecommunication Union (ITU) or the European
Telecommunications Standards Institute (ETSI). Espe-
cially important are requirements concerning delay and
echo attenuation [20—22]. For ordinary telephones the
ITU allows only 2 ms additional delay for front-end pro-
cessing. In case of mobile telephones 39 ms are permitted.
The maximum of 2 ms prohibits the application of efficient
frequency domain or block processing methods. Concern-
ing the overall echo attenuation a minimum of 45 dB is
necessary in singletalk situations. In case of doubletalk,
the attenuation can be reduced to 30 dB taking into con-
sideration that the echo of the far-end signal is masked
by the local speech signal. This high echo attenuation has

50 T T T T T T T

35 -
30— -
25— -
20— -
15

Upper bound of ERLE in dB

10

| | | | | | | | |
00 200 400 600 800 1000 1200 1400 1600 1800 2000

Filter length N

Figure 7. Maximal attenuations achievable with a transversal filter of length N in an office (left)

and in a car (right) (sampling frequency = 8 kHz).
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Figure 8. Section of a speech signal and estimate of the power spectral density of speech.
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Figure 9. Section of a car noise signal and estimate of the power spectral density.

to be provided at all times of the connection and at all
situations. Since adaptive filters (the ECF and the RESF;
see Fig. 3) may not (yet) have converged to their optimal
settings the attenuation required can be guaranteed only
with the help of an additional loss control device.

3. METHODS TO STABILIZE THE ELECTROACOUSTIC
LOOP

3.1. Traditional Methods

Most voice communication systems operate as a closed
loop. In the case of the telephone system with customers
using handsets, the attenuations between loudspeakers
and microphones crucially contribute to the stabilization
of this loop. Therefore, with the introduction of hands-
free devices the provision of a stable electroacoustic loop
became a major problem.

The simplest way to achieve stability is reducing the
full-duplex connection to half-duplex. This can be done

manually — as it is still done by astronauts — or by voice-
controlled switches. The problem related to those switches
is that they do not distinguish between speech and
noise signals. Therefore, a strong noise can mislead the
switching circuit. Consequently an active speaker may be
switched off in favor of a noise at the remote location.

A moderate form of switching off one direction
of a connection consists of artificially increasing its
attenuation. This results in shifting an attenuation to
the incoming or the outgoing circuit depending on where
the loss control device detects the lower speech activity.
In case no activity is detected on both circuits, the
additional attenuation can be distributed equally between
both directions. As mentioned before, even modern echo-
canceling devices cannot fulfill the ITU requirements
without loss insertion. However, the attenuation already
provided by echo-canceling (and other) circuits can be
estimated and only the lacking attenuation has to be
inserted. In the case of a well-adapted ECF, this may only
be a few decibels that do not disturb the speakers.
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A method to stabilize an electroacoustic loop has been
proposed [23]. It is especially designed for systems like
public-address systems where the loudspeaker output sig-
nal feeds back into the talker microphone directly. It
consists of a frequency shift of a few hertz, implemented
by a single-sideband modulation —within the micro-
phone—loudspeaker circuit. Thus, stationary howling can-
not build up. Echoes are not canceled. They are, however,
shifted to higher or lower frequencies —depending on
whether the modulation frequency is positive or nega-
tive—until they “fall” into a minimum of the transfer
function of the LEMS and become inaudible. In speech
communication systems frequency shifts of ~3—5 Hz are
scarcely audible. The stability gain achievable with this
method depends on the signal and the acoustical prop-
erties of the enclosure. For speech signals and rooms
with short reverberation times the gain is in the order of
3-5 dB; for rooms with long reverberation times it can go
up to ~10 dB.

3.2. Adaptive Filters

With the availability of powerful digital signal processors,
the application of an adaptive filter to cancel acoustic
echoes, the ECF, and a second adaptive filter, the RESF, to
suppress residual echoes not canceled by the ECF became
feasible (see Fig. 1). As explained in the previous section,
a transversal filter of high order is used for the ECF. The
RESF, typically, is implemented in the frequency domain
by an adaptive filter as well.

3.2.1. The Echo-Canceling Filter (ECF). For the follow-
ing considerations we assume that the impulse responses
of the ECF and of the LEMS both have the same length V.
In reality, the impulse response of the LEMS may be much
longer than that of the ECF. Nevertheless, this assump-
tion means no restriction because the shorter impulse
response can always be extended by zeros. Equivalent to
Egs. (2) and (3), one can write the impulse response of the
LEMS at time n as a vector h(n)

h(n) = [ho(n), h1(n), ha(n), ..., hy_2(n), hy_1(n)]"  (10)

and the output signal d(n) as an inner product:

N-1
d(n) = Z hmum —k) =hT@m)u®n) =ul @) h®n) 11)

k=0

The mismatch between LEMS and ECF can be expressed
by a mismatch vector e(n):

e(n) =hmn) —wh) (12)

Later, the squared Ly;-norm &7(n)e(n) of the system
mismatch vector will be called the system distance:

An) =e"(n)e(n) = lle()|? (13)
The quantity e, (n)
e.(n) = d(n) —dn) = e’ (n) u(n) (14)

represents the undisturbed error, that is, the error signal
when the locally generated signals ny(n) and n,(n) are
zero. Finally, the error signal e(n) is given by

e(n) = y(n) —d(n) = e,(n) + n(n) = e,(n) + ny(n) + n,(n)

(15)
This error will enter the equation used to update the
coefficients of the ECF. Obviously, only the fraction
expressed by the undisturbed error e, (n) contains “useful”
information. The locally generated signal n(n), however,
causes the filter to diverge and thus to increase the system
distance. Therefore, independent of the used adaptive
algorithm a control procedure is necessary to switch off or
slow down the adaptation when n(n) is large compared to
the echo d(n).

3.2.2. The Residual Echo-Suppressing Filter (RESF). The
impact of the ECF on the acoustical echo is limited by —at
least —two facts: (1) only echoes due to the linear part of
the transfer function of the LEMS can be canceled and
(2) the order of the ECF typically is much smaller than the
order of the LEMS (see Section 2.1.3). Therefore, a second
filter — the RESF —is used to reduce the echo further. The
transfer function of this filter is given by the well-known
Wiener equation [24,25]:

_ Sen(£2,10)
Q(2,n) = RGED) (16)

In this equation @ is a normalized frequency, S..($2, n)
is the short-term auto-power spectral density of the error
signal e(n), and S.,(2,n) is the short-term cross-power
spectral density of e(n) and the locally generated signal
n(n). In good agreement with reality one can assume
that the undisturbed error e,(n) and n(n) [see Eq. (15)]
are orthogonal. Then the power spectral density S..(€2, n)
reduces to

See(Qy TL) = Seueu (Q, TL) + Snn(Q, n) (17)

Furthermore, the cross-power spectral density S, (2, n)
is given by
Sen(Q7 n) = Snn(Qa n) (18)

Then, it follows from Eq. (16) and after some manipula-
tions for the transfer function of the RESF that

Seye, (2, 1)

Qem=1-" o

19)

The impulse response of the RESF is found by an inverse
Fourier transformation.

Since the signals involved are highly nonstationary, the
short-term power spectral densities have to be estimated
for time intervals no longer than 20 ms. The overwriting
problem, however, is that the locally generated signal
n(n) is observable only during the absence of the remote
excitation signal u(n). Since n(n) is composed of local
speech and local noise the RESF suppresses local noise,
as well. It should be noted, however, that any impact of
the RESF on residual echoes also impacts the local speech



signal ng(n) and, thus, reduces the quality of the speech
output of the echo-canceling unit.

When applying Eq. (19), the power spectral densities
See(2,n) and S, (2,n) have to be replaced by their
estimates SQQ(Q, n) and Seueu (2, n). Therefore, it is possible
that the quotient becomes larger than one. Consequently,
the filter exhibits a phase shift of #. To prevent that,
Eq. (19) of the filter transfer function is (heuristically)
modified to

Q(@.n) = 1 - min [w
See(Q, n)

s Qmini| (20)
where @i, determines the maximal attenuation of the
filter. Details can be found in, for example, Quatieri’s
book [26]. The problem of residual echo suppression is
very similar to the problem of noise suppression and both
are treated simultaneously [27,28].

4. ADAPTIVE ALGORITHMS

4.1. Normalized Least-Mean-Square (NLMS) Algorithm

The majority of implementations of acoustic echo-
canceling systems use the NLMS algorithm to update
the ECF. This gradient type algorithm minimizes the
mean-square error [24]. The update equation is given by

wu(n)

u’(n)un) @D

wn+1) =wh)+ u(n)e(n)

The term u’(n)u(n) in the denominator represents a
normalization according to the energy of the input vector
u(n). This is necessary because of the high variance of this
quantity for speech signals. The step size of the update
is controlled by the step-size factor p(n). In general, the
algorithm is stable (in the mean square) for 0 < u < 2.
Reducing the step size is necessary to prevent divergence
of the filter coefficients in case of strong local signals n,(n)
and/or n,(n).

The NLMS algorithm has no memory; that is, it uses
only signals that are available at the time of update. This
is advantageous for tracking changes of the LEMS. The
update is performed in the direction of the input signal
vector u(n) (see Fig. 10). For speech signals, consecutive

Mismatch vector
after update

Mismatch vector
before update

Update vector

Signal input vector u(n)
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vectors may be highly correlated, meaning that their
directions differ only slightly. This is the reason for
the low speed of convergence of the NLMS algorithm
in case of speech excitation. Additional measures such as
decorrelation of the input signal u(n) and/or controlling
the step-size parameter 1 (n) (see Section 5) are necessary
to speed up convergence.

The motivation for using the NLMS algorithm in the
application discussed here is its robustness and its low
computational complexity that is only in the order of 2N
operation per coefficient update.

Decorrelating the input signal offers a computationally
inexpensive method to improve the convergence of
the filter coefficients. To achieve this two (identical)
decorrelation filters and an inverse filter have to be
added to the echo-canceling system (see Fig. 11). The
decorrelation filter has to be duplicated since the
loudspeaker needs the original signal u(n). Simulations
show that even filters of first order approximately double
the speed of convergence in acoustic echo-canceling
applications [11]. Further improvements require adaptive
decorrelation filters because of the nonstationarity of
speech signals. Also, in case of higher-order filters the
necessary interchange of the decorrelation filter and
the time-varying LEMS causes additional problems.
Therefore, only the use of a first-order decorrelation filter
can be recommended. The curves in Fig. 11(a) are averages
over several speech signals with pauses removed.

4.2. Affine Projection (AP) Algorithm

The AP algorithm [29] overcomes the weakness of the
NLMS algorithm concerning correlated input signals by
updating the filter coefficients not just in the direction of
the current input vector but also within a hyperplane
spanned by the current input vector and its M —1
immediate predecessors (see Fig. 10). To accomplish this
an input signal matrix U(n) is formed

Un) =u@r),un -1, u@n—-2),....,u(n —M +2)
xun —M +1)] (22)
and an error vector is calculated

=M+ 1D]T - U (n) w(n)
(23)

e(n)=Ilym),yn-1),...

Mismatch vector
after update

Mismatch vector
before update
| » Signal input
vector u(n-1)

" Update vector
Signal input vector u(n)

Figure 10. Updates of the system mismatch vector according to the NLMS algorithm (left) and

to the AP algorithm (right).
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Figure 11. Insertion of decorrelation filters (a) and improved concergence of NLMS algorithm
utilizing decorrelation filters (b): o: none, ¢: fixed first order, <: fixed second order, : adaptive
tenth order, >: adaptive 18th order (sampling frequency = 8 kHz).

collecting the errors for the current and the M — 1 past
input signal vectors applied to the ECF with the current
coefficient setting. The price to be paid for the improved
convergence is the increased computational complexity
caused by the inversion of an M x M matrix required at
each coefficient update. Fast versions of this algorithm are
available [30,31].
Finally, the update equation is given by

w(n+1) =wn) +pun) Un) U@ Umn) Tem) (24)

Numerical problems arising during the inversion
of the matrix UT(n)U(n) can be overcome by using
U”(n)U(n) + 581 instead of UT(n)U(n), where 1 is the
unit matrix and § is a small positive constant. For M = 1
the AP algorithm is equal to the NLMS procedure. For
speech input signals even M = 2 leads to a considerably
faster convergence of the filter coefficients (see Fig. 12).
Suggested values for M are between 2 and 5 for the
ECF update.

It should be noted, however, that faster convergence
of the ECF coefficients also means faster divergence in
case of strong local signals. Therefore, faster control of
the step size is required as well. Its optimal value is
based on estimated quantities (see Section 5). Since their
reliabilities depend on the lengths of the data records
usable for the estimation, a very high speed of convergence
may not be desirable. Nevertheless, the AP algorithm
seems to be a good candidate to replace the NLMS
algorithm in acoustic echo-canceling applications.

4.3. Recursive Least-Squares (RLS) Algorithm

The RLS algorithm minimizes the sum of the squared error
en) =Y M *eik) (25)
k=0

where e(n) is given by Eqgs. (15) and (3). It calculates an
estimate S, (n) of the autocorrelation matrix of the input
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Figure 12. Convergence of the filter coefficients for differ-
ent adaptation algorithms (filter length = 1024, sampling
frequency = 8 kHz): o: NLMS (u =1), A: AP of order two, *:
AP of order 5, vv: AP of order 10 (all AP algorithms with u = 1), (I
RLS (A = 0.9999). The impulse response of the LEMS is changed
att=5s.

signal vector

Sw(m) =Y A" *uk)u’ (k) (26)

k=0

and uses the inverse of this NV x N matrix to decorrelate
the input signal in the update equation. The factor A
is called the forgetting factor. It is chosen close to but
smaller than one and assigns decreasing weights to the
input signal vectors the further they are in the past. In
addition, the a priori error é(n), defined by

emn+1)=dn+1)—d" @+ wn) 27

is calculated. This is the error calculated with the new
input vector but with the not yet updated filter coefficients.



Finally, the update equation of the RLS algorithm is
given by

wn+1) =w®n) +un) S n+Dun+ 1én + 1)
(28)
In contrast to the AP algorithm, now an N x N matrix has
to be inverted at each coefficient update. This can be done
recursively, and fast RLS algorithms are available [32]
with numerical complexity in the order of 7N.

The RLS algorithm exhibits considerable stability
problems. One problem is caused by finite wordlength
errors, especially when the procedure is executed in 16
bit fixed-point arithmetic. The second problem arises
from the properties of speech signals (see Section 2.2.1),
temporarily causing the estimate of the (short-term)
autocorrelation matrix to become singular. A forgetting
factor A very close to one helps to overcome this problem.
On the other hand, however, the long memory caused
by a A close to one slows down the convergence of the
coefficients of the ECF after a change of the LEMS.

In spite of the speed of convergence achievable with the
RLS algorithm, the numerical complexity and the stability
problems so far prevented the use of this algorithm in
acoustical echo-cancelation applications.

A unified analysis of least squares adaptive algorithms
can be found in the paper by Glentis et al. [33].

5. STEP-SIZE CONTROL OF THE NLMS ALGORITHM

Independent of the specific algorithm used, the update of
the coefficients of the ECF strongly depends on the error
signal e(n). This signal is composed of the undisturbed
error ¢,(n) and the locally generated signal n(n) [see
Eq. (15)]. Only e, (n) steers the coefficients toward their
optimal values. The step-size factor wu(n) is used to control
the update according to the ratio of both contributions.
Assuming the filter has converged, the error signal e(n)
has assumed a certain value. Suddenly the amplitude
of e(n) is increased. This may have two reasons that
require different actions: (1) a local speaker became active
or a local noise started—in this case the step size has
to be reduced to prevent losing the degree of convergence
achieved before, and (2) the impulse response of the LEMS
has changed, for example, by the movement of the local
talker. Now, the step size has to be increased to its
maximal possible value in order to adapt the ECF to
its new impulse response as fast as possible.

A major problem becomes visible with this consid-
eration —the not-directly-observable undisturbed error
signal e,(n) needs to be known in order to control the
adaptation process. Another leading point should be men-
tioned here. The first situation requires immediate action.
In the second case, a delayed action causes an audible echo
but no divergence of the ECF.

5.1. Optimal Step Size for the NLMS Algorithm

In this section an optimal step size for the NLMS algorithm
will be derived assuming that all required quantities are
available. The following sections explain how to estimate
them from measurable signals.

ACOUSTIC ECHO CANCELLATION 9

Using Eq. (21) and assuming that the impulse response
of the LEMS does not change

h(n+1)=h®») (29)
the mismatch [see Eq. (12)] is given by

enm+D=hrn+1)-whn+1)

—ho) —wi) — Y wmem  (30)
lu(m)|?

_ O]

=e(n) a2 u(n)e(n) (31)

Using Eqgs. (13) and (14), the expectation of the system
distance can be expressed as

E{A(n+1)} = E{A()} — 2 u(n) E {M}
[an)|?
5 e’(n)
temE { )2 I 42
For an optimal step size, it is required that
E{A(n+ 1)} —E{A(n)} <0 (33)

Inserting Eq. (32) leads to

2
;ﬂ(n)E{ e @) }—mmw{w}so (34)

la(n)|? la(m)|?

Thus, the condition for the optimal step size is given by

{e(n) e, (n) }

[a(m)|?

A
E{ e*(n) }
la(n)|2

A step size in the middle of this range achieves the fastest
decrease of the system distance. The optimal step size popt

therefore is
{ e(n)e,(n) }
[u(n)|?

B { e2(n) ! I
la@)|
To simplify this result, one can assume that the Ly norm
of the input signal vector u(n) is approximately constant.
This can be justified by the fact that in echo-canceling

applications the length of this vector typically is in the
order of 512—2048. Then, the optimal step size is given by

0<um <2 (35)

Mopt (n) = (36)

Efe(n)e,(n)}

E@(m) @7

Mopt (n) ~

Since the undisturbed error e, (n) and the locally generated
signal n(n) are uncorrelated, this expression further
simplifies to

E{eZ(n)}

Ef{e2(n)} (38)

Mopt (n) ~
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Finally, the denominator may be extended using Eq. (15),
and again the property that e, (n) and n(n) are orthogonal:

EfeZ(n)}
E{e2(n)} + E{n?(n)}

Mopt (n) ~ (39)

Equation (39) emphasizes the importance of the undis-
turbed error e,(n), specifically, if there is a good match
between the LEMS and the ECF, this term is small. If at
the same time the local signal n(n) is large, the optimal
step size approaches zero; the adaptation freezes.

We have discussed here only a scalar step-size factor
u(n). This means that the same factor is applied to all
filter coefficients. Numerous suggestions have been made
to replace the scalar step size factor by a diagonal matrix
in order to apply distinct factors to different elements
of the coefficient vector. An example is an exponentially
weighted step size taking into account the exponential
decay of the impulse response of LEMS [34,35].

The implementation of the optimal step size needs the
solution of a number of problems that will be discussed in
the following section.

5.2. Implementation of the Optimal Step Size

The implementation of the optimal step size derived in
the previous section requires the estimation of several
quantities, including

e The expectations of signal powers have to be
approximated by short-term estimates.

o An estimation method for the not-directly-observable
undisturbed error ¢, (n) has to be derived.

5.2.1. Estimation of Short-Term Signal Power. Short-
term signal power can be easily estimated by squaring the
signal amplitude and smoothing this value by an IIR filter.
A filter of first order proved to be sufficient [36]. If a rising
signal amplitude should be detected faster than a falling
one, a shorter time constant for a rising edge can be used
than for a falling one. Typically both constants are chosen
out of [0.9, 0.999]. Applying different time constants gives
rise to a (small) bias that can be neglected in this
application. Where squaring the signal amplitude causes
a problem because of fixed-point arithmetic, the square
can be replaced by the magnitude of the amplitude. Both
square and magnitude are related by a factor depending
on the probability density function of the signal amplitude.
If two short-term estimates of signal powers are compared
with each other, as is done in most cases in controlling the
ECF, this factor cancels out.

5.2.2. Estimation of the Undisturbed Error. Two meth-
ods will be described to estimate the undisturbed error.
The first one will use so-called delay coefficients. The
second procedure compares signal powers at the input
and the output of the LEMS. Both need supporting mea-
sures in order to distinguish between local activities and
alterations of the impulse response of the LEMS.

5.2.2.1. Estimation via Delay Coefficients. Estimating
the undisturbed error needs an estimate of the mismatch

vector ¢(n) [see Eq. (12)]. Obviously, the impulse response
vector h(n) of the LEMS is not known. However, if
an artificial delay of Np samples is inserted before
the loudspeaker [37], the ECF also models this part of
the unknown impulse response. The impulse response
coefficients related to this delay are zero:

hin)=0 fori=0,...,Np—1 (40)

The NLMS algorithm has the property to distribute
coefficient errors equally over all coefficients. Therefore,
from the mismatch of the first Np coefficients, one can
estimate the system distance [see Eq. (13)]:

N Np-1
Am=N;Zw%n (41)

i=0

Assuming statistical independence of the input signal u(n)
and the filter coefficients, the optimal step size according
to Eq. (38) is approximately given by

E{u*(n)) A(n)

Ef{e2(n)) “2)

Mopt (n) ~

The performance of this method proves to be quite reliable.
It has one deficiency, however. The update of the ECF
freezes in case of a change of the impulse response of the
LEMS. The reason for this behavior is that the coefficients
related to the artificial delay remain equal to zero in
that case. Therefore, applying this method requires an
additional detector for changes of the LEMS.

Several methods are known [36]. A reliable indicator is
based on a so-called shadow filter. This is a short adaptive
filter in parallel to the ECF. Its step size is controlled only
by the excitation signal u(n). Consequently, it does not
stop in case of a change of the LEMS. Since the shadow
filter has far fewer coefficients than the ECF, it converges
(but also diverges) much faster. During normal operation
periods, the output signal of the shadow filter is inferior
to the output signal of the ECF due to the nonoptimal
step size control and the insufficient degree compared to
the degree of the LEMS. Only immediately after a system
change, the error calculated from the output of the shadow
filter and the microphone output is smaller than the error
based on the output signal of the ECF. If this situation is
detected, the step size of the ECF adaptation is increased
artificially in order to restart adaptation.

5.2.2.2. [Estimation via Power Comparison. A second
estimation method of the short-term power of the
undisturbed error E{e2(n)} is based on the estimation of a
so-called power transfer factor 8(n). If there is sufficient
remote excitation and if there are no local activities
[n(n) = 0] this factor is given by

E{e*(n)}

P = 2w

(43)

For the expectations, short-term estimates (see Section
5.2.1) can be used. The estimation of the power transfer
factor requires intervals of remote singletalk. These have



to be determined by a doubletalk detector. One method is
based on a correlation measure p between the microphone
output signal y(n) and the output signal d(n) of the ECF.
In case of a sufficiently converged ECF dn) is a good
estimate of the echo signal d(n). Also, it is synchronized
with d(n). Therefore, the correlation must be evaluated
only for a delay of zero. In contrast, correlation of u(n) and
y(n) requires to search for the maximum of the measure.
Further, it is advisable to normalize the correlation
measure p(n) defined as

N.—1 .
> dn—k)yn—k)
k=0

Ne-1

> 1dn—k)y(n - k)

k=0

p(n) = 44)

The value for N, has to be determined by a compromise
between a reliable correlation measure and the delay
required for its calculation. Remote singletalk is assumed
if p(n) is larger than a given threshold. Since even in the
case of singletalk, low local noise n,(n) may be present in
the microphone output y(n). Consequently, the estimate
for the power coupling factor 8 may be too large. Therefore,
the optimal step size pop(n) should not exceed a given
upper bound. For a reliable operation it is necessary to
smooth the result of Eq. (44).

During intervals with no remote singletalk condition
the power coupling factor 8(n) has to be frozen. Let the
most recent doubletalk interval start at time n;. Then
the power transfer factor g(n) is set to B(n; — 1) during
this interval.

With this modifications the factor 8(n) can replace A
in Eq. (42):

E{u®(n)} B(n) during remote
Efe2(n)} singletalk
Hopt(n) ~ 9 (45)
Ew’ ()t — 1) during doubletalk

Efe2(n))

where B(n) is a smoothed value of S(n).

In general, doubletalk detectors can be based on other
measures such as the cepstral distance, coherence, or the
likelihood ratio [38—41].

6. ECHO CANCELLATION FOR STEREOPHONIC SYSTEMS

In stereophonic telecommunication systems there are four
ECFs (per location) necessary to model the four echo
paths between left and right loudspeakers and left and
right microphones (see Fig. 13). In addition to providing
the increased processing power a problem specific to
stereophonic systems has to be solved — the signals on the
left and the right channel originate from the same signal
source and are separated only by the convolution with
the impulse responses gr(n) and gz (n) of the transmission
paths between signal source and left and right microphone
at the remote location. Typically, both impulse responses
exhibit minimal phase components that are invertible.
Therefore, the impulse responses of the ECFs do not
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Figure 13. Signal paths in a stereophonic telecommunication
system.

necessarily converge to the impulse responses of the
related echo paths. Preprocessing of the loudspeaker input
signals is required in order to decorrelate both signals. A
large number of methods to achieve this goal have been
suggested [42-48].

One method for decorrelation of left and right channels
consists of introducing a nonlinearity into one or both of
the channels. Up to a certain degree that depends on the
quality of the audio equipment, this distortion proved to be
not audible. A special suggestion is adding signals to the
inputs of the loudspeakers that are nonlinear functions,
such as half-wave rectifications of these signals [49].
Another way to achieve decorrelation is obtained by
the insertion of a periodically varying delay [50,51]. The
tolerable amount of delay has to be limited such that the
spatial information is maintained. Other proposals consist
of adding noise such that it is masked by the speech
signal [52] and using audio coding methods [53].

7. SUBBAND ECHO CANCELLATION

Cancelling acoustic echoes in subbands (see Fig. 14) leads
to a reduced processing load and increases the degrees of
freedom for optimizing the echo cancelling system [54—-57].

Analysis
filterbank

Subband
ECFs

LEMS

Analysis
filterbank

Synthesis
filterbank

Figure 14. General structure of subband echo cancellation
filters.
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Prohibitive in many applications, however, is the enlarged
signal delay (see Section 2.3) that is inevitably connected
with the insertion of filterbanks.

Assume that the signal u(n) will be split into K
subbands. Then K filters have to be adapted. The subband
signals can be decimated by a factor of K (critical
decimation according to Nyquist’s law) and the lengths
of the subband ECFs can be reduced to N/K, assuming for
simplicity that NV is a multiple of K. Adaptation takes place
after every K sampling intervals. Compared to full-band
processing, the number of operations is given by

1
K(filters) x I—{(reduced filter lengths)

1
X I—{(extended updating interval)  (46)

resulting in a reduction by the factor K. In addition,
however, two analysis and one synthesis filterbanks are
necessary. If the signals are split into equally wide
subbands polyphase filters may be applied that can be
efficiently implemented [568—62]. Critical decimation of
subband signals may give rise to crosstalk problems
between adjacent frequency bands. A decimation factor
slightly smaller than K eases these problems [63—65].
Using the NLMS algorithm, the speed of convergence of
the filter coefficients is inversely proportional to the filter
length. For subband ECFs this length is N/K and the
extended adaptation interval is compensated by the faster
convergence. Splitting into subbands partially whitens the
signals also causing a faster convergence (using the NLMS
algorithm).

Additional savings in processing power are possible
by using the degrees of freedom offered by subband
processing for a better tuning of the echo-canceling system.
The subband filters need not have the same lengths.
Since the major part of the energy of speech signals is
concentrated within the lower subbands (see Fig. 8) —and
sois the echo —the ECFs of the upper bands can be shorter
than those of the lower-frequency bands. In addition, the
sound absorption of materials used in typical enclosures
such as offices increases with frequency. Thus, echoes in
higher-frequency bands are attenuated faster. A design
criterion can be the contribution of the energy of the
noncanceled echo tails to the energy of the total error
e(n) [66]. Finally, routines such as the doubletalk detector
need to be implemented only in one subband. Choosing
the band in which the speech signal has its highest energy
enhances the reliability of the detection.

8. BLOCK PROCESSING SOLUTIONS

The adaptation of the coefficients of the ECF requires a
huge amount of computational power. It can be reduced by
applying block processing algorithms [67]. In this case an
update takes place only after intervals of length BT, B > 1,
where T is the sampling time. Between updates the data
are assembled in blocks of length B. At each update, a block
of B samples of the filter output signal is generated. The
efficiency of block processing algorithms increases with
the blocklength. On the other hand, however, collecting

signal samples in blocks introduces a delay corresponding
to the blocklength. Therefore, in time-critical applications,
such as hands-free telephones, only short blocks can be
tolerated.

Since adaptation takes place only once in B sampling
intervals, the speed of convergence of the filter coefficients
is reduced accordingly. To speed up convergence, it is
possible to correct the error signal (i.e., a vector of length
B in block processing procedures) such that it is identical to
the error signal generated by adaptation at each sampling
instant [68—70]. In this case the NLMS algorithm based
on block processing behaves exactly such as the ordinary
NLMS algorithm. The filter adaptation may be performed
in the time or in the frequency domain [71].

An desirable choice of the blocklength B would be the
length N of the ECF [72]. In typical applications, however,
this filter has to cover echoes that are in the order of
32—125 ms long. A blocklength equal to N, therefore,
would introduce a nontolerable signal delay. To overcome
this problem, the ECF has to be partitioned into subfilters
of smaller length [73]. Thus the blocklength and the delay
related to it can be tailored to the specific needs of
the application. An efficient algorithm is available that
combines the error signal correction and the partitioning
of the filter impulse response with an overlap-save
implementation calculating the subfilter updates and the
filter output in the frequency domain [11,12].

9. CONCLUSIONS AND OUTLOOK

Powerful and affordable acoustical echo-canceling systems
are available. Their performance is satisfactory, especially
if compared to solutions in other voice processing areas
such as speech recognition or speech-to-text translation.
The fact that echo control systems have not yet entered
the market on a large scale seems not to be a technical
but a marketing problem —a customer who buys a high-
quality echo suppressing system pays for the comfort of
his her communication partner. Using a poor system only
affects the partner at the far end, who usually is too polite
to complain.

Future research and development in the area of acoustic
echo cancellation certainly will not have to take into
account processing power restrictions. This has a number
of consequences; the implementation of even sophisticated
procedures on ordinary (office) PCs will be possible. This
will make it easier to test modifications of existing
procedures or completely new ideas in real time and in
real environments. The performance of future systems will
approach limits given only by the environment they have
to work in. It will no longer be limited by the restricted
capabilities of affordable hardware. It will depend only on
the quality of the algorithms implemented.

This does not necessarily mean that future systems
will be perfectly reliable in all situations. The reliability of
estimation procedures used to detect system states such
as a change of the impulse response of the LEMS or the
beginning of doubletalk depends on the length of the usable
data record. Since, however, the working environment is
highly time-varying and nonstationary the usage of too
long records can cause the loss of the real-time capability.



Up to now the NLMS algorithm plays the role
of the “workhorse” for acoustic echo cancelling. The
AP algorithm offers improved performance at modest
additional implementation and processing cost. It does
not cause stability problems that are difficult to solve.
Rules for step-size control used for the NLMS algorithm,
however, have to be reconsidered.

Customer demands are increasing with time. Using
available systems, customers will certainly ask for better
performance. Therefore, the need for new and better ideas
will remain. Acoustic echo canceling will continue to be
one of the most interesting problems in digital signal
processing.
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ACOUSTIC MODEMS FOR UNDERWATER
COMMUNICATION

KENNETH SCUSSEL

Benthos, Inc.
North Falmouth, Massachusetts

1. INTRODUCTION

Conventional in-air wireless communications typical rely
on RF or electromagnetic means to convey informa-
tion. Because such signals do not propagate well under
water, sound waves, or acoustic signals, are the obvi-
ous choice for wireless underwater communication. This
article discusses the development of modems for acous-
tic communications (acomms) and provides an overview
of illustrative applications of such modems. The acomms
channel is considerably more difficult than those encoun-
tered in typical terrestrial applications. The acoustic
modem has to overcome several major obstacles in using
the underwater channel: slow propagation, limited band-
width, nonuniform propagation conditions, multipath, and
low signal-to-noise ratio (SNR). The speed of sound in
water is approximately 1500 m/s, while electromagnetic
signals travel at nearly the speed of light. Thus, at practi-
cal distances (>2 km), the propagation delay for acoustic
signals is measured in seconds compared to the nearly
instantaneous propagation of RF signals. Another problem
is that high-frequency sound waves are severely attenu-
ated, so operation at any practical distance requires that
the acoustic signal be less than approximately 30 kHz. At
these frequencies, the current state of the art in trans-
ducer development limits the available bandwidth, which
is a major obstacle to achieving high data rates. A third
major obstacle is that the speed of sound in water varies
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with temperature and salinity. Thus, if an acoustic signal
encounters a large temperature or salinity gradient, its
path is bent or refracted, leaving “holes” in the channel
where acoustic energy may be greatly reduced. This can
result in a shadow zone where no communication is possi-
ble. The next major obstacle is multipath reflections from
the seabed, surface, or other boundary. This can cause
destructive interference resulting in frequency-dependent
fading or intersymbol interference (ISI). Finally, acous-
tic modems may be required to operate at very low SNR
caused by a combination of ambient noise and interfer-
ence, limited transmitter source level, and transmission
loss. At short ranges, the transmitted signal spreads
spherically from its source. This transmission loss (TL)
can be expressed as a function of range, TL = 20 x log;,
(range). In addition, there may be high levels of ambi-
ent noise present because of weather conditions at the
sea surface and shipping noise. Despite these challenges,
several companies have developed commercially available
acoustic modems. There is a small but growing demand
for wireless underwater telemetry in applications where
cables are impractical or simply too expensive. These
include command and control for autonomous undersea
vehicles (AUVs), instrumentation around oil fields, any
application in areas that are frequently fished by bot-
tom trawlers, and deep-water instrumentation, to name
a few. This article discusses the architecture of acoustic
communication system, the hardware and software imple-
mentation of commercially available acoustic modems, and
some examples of real-world applications.

2. ARCHITECTURE OF ACOUSTIC COMMUNICATION
SYSTEMS

Acoustic modems generally segment an incoming stream of
data or information bits into smaller blocks called packets,
each of which is transmitted as an individual waveform
over the physical channel. The acoustic communication
system can be divided into multiple layers similar to the
Open System Interconnection (OSI) reference model. The
lowest layer is the physical layer, which, on the transmitter
side, applies error correction coding, modulates the
message into a passband waveform and passes it into
the channel. On the receive side, the physical layer
consists of those functions that acquire and align the
waveform, demodulate the message, and finally decode
the message and present it to the next layer. The higher
levels are dependent on the application. For point-to-point
communications, where only two modems are involved,
the link makes use only of the protocol layer, which is
similar to the media access control (MAC) layer in the OSI
model. This layer handles any packet retransmissions and
is responsible for presenting the data to the users. In
the case of networks of acoustic modems, there is a MAC
layer and a network layer. The implementation of the
acoustic modem networks uses a communication protocol
that contains many elements similar to the IEEE 802.11
protocol. This section focuses on the physical layer.

The first portion of a packet processed by the
physical layer is the acquisition. The acquisition signal
is prepended to the beginning of every packet and can
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be any waveform that is used to detect the presence
of the packet and to synchronize the receiver. This is
the most important part of the receive processing, as
without properly detecting and aligning the receiver to
the start of a packet, it is impossible to receive any of
the data that follow. Therefore it is important that this
waveform be as robust as possible, to assure detection
of the packet. The most robust signal is one that uses
all the available bandwidth and is as long as practical.
The temporal duration of the waveform is limited by
additional receiver complexity associated with processing
longer signals. In addition, acquisition-related portions
of the waveform do not convey any data and thus are
overhead, which reduces the actual data throughput.
Therefore, the selection of the waveform is a tradeoff
between reliability, overhead, and receiver complexity.
A couple of examples of possible acquisition waveforms
are a linear frequency-modulated (LFM) chirp, or a
pseudorandom broadband signal. Both types of signals are
processed with a replica correlator (an envelope-detected
matched filter). The replica correlator transforms a T
second waveform with an input SNR of S;, to a compressed
peak with an output SNR of S,y ~ 2TWS;,, where W is
the effective signal bandwidth. The effective duration of
the compressed peak is approximately 1/W (second). Given
a priori knowledge of the temporal offset from the edge of
the chirp to the edge of the message portion, one judges
the start of the received message by the same distance
relative to the correlator peak location.

Following the acquisition are the modulated data.
Modulation is a technique used to transmit information
or data using an “elemental” signal occupying a specific
portion of the time—frequency band. Historically, the
elemental waveform is usually called a “chip.” The
(information) data are usually obtained as a binary
string of 1s and 0s. Generally, modulation of digital data
is accomplished by varying the amplitude, frequency,
or phase (or a combination thereof) of a sinusoidal
chip. Amplitude modulation is problematic in the ocean
environment and requires a high SNR, so it is seldom
used in underwater acoustic modems. Frequency-shift-
keyed (FSK) modulation is the predominant method used
in low-data-rate, noncoherent modems.

The simplest form of FSK techniques is binary FSK,
or BFSK. BFSK uses two discrete frequency “slots”
within an allocated time—frequency block, where a logic
1 is represented by the first frequency and a logic 0
is represented by the second frequency. By switching
between the two frequencies, a stream of digital data
can be sent. There are several variations of frequency
modulation: (1) multiple frequency shift keying (MFSK),
using multiple frequency slots within a block; and
(2) frequency hopping, in which blocks are hopped about
the available signal band, so that only a few (generally
one) tones are transmitted at one baud interval. To
achieve the densest mapping of frequency slots, the width
of the slots should be equal to 1/(chip duration). This
orthogonal signaling will prevent adjacent frequencies
from interfering with each other and will make the
maximum use of the available bandwidth. All the FSK
methods can be received simply by measuring the signal

energy and ignoring the phase of the signal, and thus
are usually referred to as “noncoherent.” Typically, the
signal energy in each of the M slots is compared, and
the slot with the most energy is selected. If there is
broadband noise, it will affect each frequency slot equally
and the correct decision will still be the frequency bin with
the most energy. However, in a multipath environment
the transmitted tone could be lost as a result of frequency-
dependent fading, resulting in selection of the wrong slot,
thereby causing multiple bit errors.

Another way to map the data to the available spectrum
is to divide the entire band into N slots without regard
to blocks. We map sequential clusters of 5 data bits into
one group of 20 slots, which is drawn from 2° = 32 possi-
ble combinations of 20 slots. These 20 slot codewords are
derived from a family of Hadamard codes. Each codeword
consists of 10 ones and 10 zeros, and has the property
that each has a minimum distance of 10. The advantage
is that if a tone is lost, the receiver employs a soft decision
algorithm to pick the codeword that is the closest match to
one of the 32 possible codewords. This method is referred
to as Hadamard MFSK and is effective in both the pres-
ence of noise and multipath, at the expense of bandwidth
efficiency. This method provides for coding gain, which
means that the modem can operate at a lower SNR, with
fewer errors, all at the expense of a lower data rate.

Among the noncoherent techniques, those that provide
the most transmitted energy to a single tone, and those
that can provide some immunity to frequency-dependent
fading are generally more reliable in a given channel.
Thus, for a given chip duration, frequency hopping will be
more reliable at low SNRs than will the other techniques,
with Hadamard MFSK performing midway between the
other two. In all cases, this conclusion assumes that the
electronic and channel spectral response is flat across
the signal band. With substantial frequency-dependent
attenuation, Hadamard signaling will be degraded more
than the other techniques.

Yet another technique for message modulation is to
vary the phase of the carrier. The simplest form is binary
phase shift keying (BPSK), where a 1 is represented
by one phase and a 0 is represented by a 180° phase
shift. Information bits can be clustered and transformed
into an “alphabet,” permitting modulation that is more
compact. For example, there are precisely four ways to
combine 2 bits. We can therefore modulate the phase in
90° increments to reflect any of the four combinations.
This is referred to as quadrature PSK, QPSK, or 4PSK.
The phase can be broken up into even more divisions. The
process of receiving phase-shifted data is referred to as
“coherent” processing. Coherent techniques require much
more sophisticated processing as the acoustic channel
can severely affect the phase of the received signal. The
state-of-the-art receiver uses a decision feedback equalizer
(DFE) to remove the effects of multipath (both amplitude
and phase distortion), in an attempt to convert the received
signal into one similar to what was transmitted. This
method is usually successful, but requires relatively high
SNR, and cannot tolerate very rapid variation in the
channel multipath.



3. HARDWARE IMPLEMENTATION

Designing acoustic modems requires overcoming two chal-
lenges: (1) an intensive amount of processing is required
to overcome the obstacles presented by the underwa-
ter acoustic channel and (2) most acoustic modems are
battery-powered and thus must operate with a minimum
of power. Advancements in low-power digital signal pro-
cessors (DSPs) have made commercially available acoustic
modems possible. Although there are several vendors pro-
ducing commercially available acoustic modems Benthos
(formally Datasonics) was one of the first and is the lead-
ing supplier of acoustic modems. This article discusses
the hardware and signal processing software of a typical
Benthos acoustic modem.

Figure 1is a block diagram of a typical acoustic modem.
The DSP is the main component of the modem and
implements the signal processing software required to
generate the transmit signals and the processing required
to make sense of the received signals. A fixed-point DSP
is used, since it provides the required processing power
with less energy and memory demand than a floating-
point DSP.

The DSP generates the transmit signal and sends it to
the D/A converter. The analog output of the D/A is then
put into a power amplifier, which boosts the level of the
transmit signal to generate sufficient acoustic energy or
source level at the transducer. The transmit signal level is
adjustable, allowing power control to deliver sufficient but

Serial
interface
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not excessive SNR at the receiver. Power control provides
transmission security, power conservation, and improved
multiple-access networking. The power amplifier drives
the transmitter/receiver (T/R) network and matching
network. The T/R network prevents the sensitive receiver
from being damaged by the large transmitted waveform,
and the matching network is used to match the output
impedance of the power amplifier to the transducer’s
impedance. The transducer is a piezoelectric ceramic,
which converts the electrical transmit signal to an
acoustic signal.

Received acoustic signals are generally very small and
pass through the T/R network to the preamplifier. The
output of the preamplifier goes into either the receiver
or a wideband amp, depending on the mode of the DSP.
The DSP operates in either a low-power mode or an active
mode. In the low-power mode, the DSP runs off the slow
clock and all functions are shut down except the wakeup
logic. In this mode, the DSP is capable of processing only
coded wakeup signals. This allows the modem to operate
in a standby mode with a very low current drain. In
active mode, the DSP runs off the fast clock, allowing all
incoming acoustic signals to be processed. The received
signal can have a large dynamic range. Thus, automatic
gain control (AGC) is used to maintain a nearly constant
signal level at the input of the A/D. The AGC is controlled
by the DSP, which measures the signal level at the
A/D. Large signals are attenuated and gain is applied

RS-232/RS-422 Fast clock
driver
Clock
switching
logic Slow clock
Transducer
Wide band AMP

Datalogger <—/

900 Kbytes Wakeup

nonvolatile 9

memory
Receiver Preamp
T/R
e
16 bit network
fixed point
DSP
AGC
Power AMP
D/A

Power control

Figure 1. Top-level block diagram of a typical Benthos acoustic modem.
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to small signals. The sampling rate of the A/D is set to
greatly oversample incoming signals to reduce the need
for expensive antialiasing filters.

Other peripherals include a serial interface and a
datalogging capability. The serial interface allows control
of the modem by a host PC or other processor through
a standard RS-232 or RS-422 interface. RS-232 allows
connection to most PCs and instruments at rates of
<9600 baud. RS-422 allows the modem electronics to
be placed closer to the transducer, allowing the host
PC or instrument to be several kilometers from the
electronics. This provides an alternative to noisy, lossy
analog connections to the transducer via long cables.
A datalogging capability using 900 kB (kilobytes) of
nonvolatile memory is available for buffering and storage
of incoming data. In many applications, it is desirable to
store data for some time before acoustic transmission.

The modem electronics can be packaged in a variety of
configurations. The simplest configuration is the modem
board set shown in Fig. 2. In this configuration, the
printed-circuit boards are mounted to a chassis, and are
externally powered. Usually this configuration is used
by original equipment manufacture (OEM) applications,
where the modem is integrated with the instrumentation
of another manufacturer. Another configuration is to
package the modem with batteries in a self-contained
pressure housing, for deployment underwater. The
required water depth or pressure determines the type
of housing. Figure 2 shows an ATM-885 acoustic modem
packaged in a hardcoat anodized aluminum housing
with a maximum depth rating of 2000 m. Note that the
housing contains a connector for external power and the
serial interface for connection to host equipment. For
shipboard operation the electronics can also be installed
in an AC-powered shipboard deckbox or 19-in. rack. The

C)

Figure 2. ATM-88x modem compon-
ents: (a) OEM board set; (b) ATM-885;
(e) ATM-881 deckbox; (d) remote trans-
ducer.

shipboard equipment makes use of an over the side or
remote transducer. Figure 2 shows photographs of the
AC-powered shipboard deckbox and a remote transducer.
The final option is for the modem electronics to be packaged
in a buoy containing a RF modem and a GPS receiver. The
modem’s transducer hangs below the buoy, and any data
received by the modem are relayed via the RF link to a
shore station, and vice versa.

4. SIGNAL PROCESSING IMPLEMENTATION

The transmit signal processing is as is shown in Fig. 3.
The data or information bits are first convolutionally
encoded for error correction. The output of the data
encoder is mapped to MFSK frequency tones. Tones
for Doppler tracking are also added. The phase of the
frequency-domain signal is randomized to avoid large
peak:average power ratio signals at the output. The
spectrum is inverse Fast Fourier—transformed to obtain a
time-domain baseband signal sampled at 10,240 Hz. The
baseband signal is then interpolated to 163 kHz rate and
quadrature-mixed to a passband carrier prior to digital-
to-analog conversion.

The receiver signal processing is shown in Figure 4.
Acoustic data sampled at 163 kHz are obtained from
the A/D converter and resampled at a slightly different
sample rate depending on the Doppler shift present in the
communication channel. Automatic gain control detects
the signal level and adjusts it as necessary via external
hardware. A quadrature mixer converts the signal to
complex baseband. The baseband signal is decimated to
a 10,240-Hz sample rate. During the acquisition period,
matched-filter processing is performed to look for the
acquisition signal. Once the acquisition signal is detected,
it is used to synchronize to the incoming data. Adjustments

(b)
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Figure 4. Receive signal processing.

are made for timing errors and to eliminate the prepended
signal used to guard against multipath. A complex 256-
point FFT converts the signal to the frequency domain,
which is used for MFSK decoding and Doppler tracking. If
a Doppler shift is detected, the next incoming samples
are resampled to adjust for the shift. The frequency-
domain data are then run through a square-law channel
decoder to obtain the magnitude of the signal. This decodes
the MFSK data. Finally, a Viterbi decoder interprets the
convolutionally encoded data. The final information bits
are sent to the user.

5. MODEM APPLICATIONS

The are numerous diverse applications for underwa-
ter acoustic modems. A few sample applications are
described below.

5.1. Cone Penetrometer

In one modem application, wireless control and real-time
data recovery are effected using a deep-water seabed cone
penetrometer (CPT). Guardline Surveys, located in Great
Yarmouth, England, uses the CPT for penetrating the



20 ACOUSTIC MODEMS FOR UNDERWATER COMMUNICATION

seabed in water depths of <2000 meters. In operation,
the instrument is lowered over the side from a ship and
to the seabed. The instrument is fitted with pressure
and temperature sensors as well as inclinometers to
assure proper attitude and stability. In the past, the
CPT used an expensive electromechanical cable both to
lower the instrument and for communication purposes.
Guardline removed the constraints imposed by the
electrical umbilical cable, replacing it with Benthos
acoustic modems. With the modems the operator can
communicate with the CPT all the way down during
deployment to the seabed, sending commands, and
receiving status information. During penetration, data
from the sensors are sent to the operator in real time.
With real-time remote recovery of data, the CPT can be
lifted just off the bottom and maneuvered to another
nearby site. Figure5 is an illustration of the CPT
in operation.

5.2. Pipeline Bending

Another acoustic modem application is the remote
acquisition of pipeline bending stresses and vortex-
induced vibration (VIV) from an offshore oil—-gas platform.
A monitoring project was established by the Petrobras
R&D center to collect data vibrations and tensions
on the mooring lines and risers. Petrobras contracted
with Scientific Marine Services (SMS) to provide the
instrumentation. It was determined that cables connecting

Figure 5. Illustration of penetrometer
operation incorporating the telesonar
acoustic modems for transmission of
real-time command, control, and pen-
etrometer data.

the subsea instrumentation to the surface would have a
minimum survival probability during the difficult pipe
laying operations; therefore acoustic communication was
selected. Benthos acoustic modems provide both the
downlink command and control signaling and uplink data
acquisition. The acoustic modems provide the means for
controlling the VIV bottle synchronization, data uplink
repetition rate, as well as other operating parameters.
The data rate used is 600 bps (bits per second) at a range
of 1300 m. Figure 6 is an illustration of the deployment.

5.3. Imaging and Telemetry

Command and control of an autonomous underwater
vehicle is a growing application for acoustic modems.
During one experiment,' a robotic crawler? carrying an
acoustic modem, camera, and a digital signal processing
unit was used to search autonomously for an underwater
object. When the object was found, the robot informed
the user using acomms that “something” had been found.
The robot was then acoustically commanded to take a still-
frame picture, compress it, and transmit using the acoustic
modem. The grayscale images shown in Fig. 7 each consist

I The U.S. Navy’s “AUVfest 2001” held off of Gulfport, Mississippi
in October 2001.

2Developed by Foster-Miller Inc. for the U.S. Navy’s Coastal
Systems Station (CSS).
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Figure 7. Automated detection,
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Figure 6. Illustration of instrumenta-
tion deployment scenario incorporating
the Telesonar Acoustic Modems.

AUV fest crawler image
From 10/25/01

Target
Green flower pot with cement brick

Target position
Reported 30 12.3544N 88 58.3262W
(Actual 30 12.354N 88 58.322W)

(c)

commanded acomms

telemetry of compressed images:

(a) acquisition image from raster pattern, acomm 600 bps, 50/1 compression; (b,c¢) ID image after
vehicle reposition, acomm 600 bps, 50/1 compression (b) and acomm 1200 bps, 50/1 compression (c).

of 100 kB. With the 50:1 compression ratio used for
this experiment, the transmitted image was only 2 kB,
which, at 1200 bps transmission rate, required only 13 s
to transmit. We note that the revolutionary wavelet-based
compression technology used here® easily supports 200:1
and higher compression for such images.

3 Developed by Professor Truong Nguyen of the University of
California at San Diego.

We observe that, using coherent communications at a
nominal bit rate of 4000 bps, and an image compression
ratio of 200:1, we can maintain a real-time rate of one
frame every 1.5s. Thus, “slow scan” video is distinctly
possible in those channels that support high-rate acomms.
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1. INTRODUCTION

Humankind has always felt the need to communicate. It is
a basic human desire that began most primitively as oral
tradition and cave writings. The forms of communication
were made more elaborate in the writings and hieroglyph-
ics of ancient cultures such as the Egyptians and the

Greeks. More modern cultures have refined the art of com-
munication through language and pictures. The focus then
became one of how to communicate over exceedingly larger
distances. This human desire for the transfer of the printed
word and audio and visual effects led to the creation of
the telegraph, the U.S. Postal Service, and the telephone,
radio, and television. More recently, the desire for infor-
mation —the reason one communicates —has extended
to wireless forms of communication using mobile and
cellular phone technology, satellite communications, and
communications from deep-space probes. It is no wonder
that electronic mail (email) and the Internet, which cur-
rently provide a worldwide communications/information
network, has literally taken over the world by involving
everyone in the dialog of humankind. It is therefore nat-
ural and a vital step in this dialog to communicate and
transfer information into, within, and out of the under-
water environment, which covers more than 70% of the
earth’s surface.

2. BACKGROUND

The underwater environment has provided and is still
providing one of the most interesting and challenging
mediums for communication. These challenges include
limited bandwidth, multipath induced time and spectral
dispersion, and channel time variability. The available
bandwidth is limited because of the frequency-dependent
absorption characteristics of the underwater environment
since higher frequencies are attenuated more strongly
than lower frequencies and also as a function of range
from the transmitter to the receiver. Another consideration
relating to bandwidth is the receive signal strength, which
decreases as a function of range as well as the noise
present at the receiver due to ambient and human-
made (synthetic) noise components. Bandwidth, signal
transmission loss due to spreading and absorption, and
noise are parameters that are used to determine the
signal-to-noise ratio (SNR) at the receiver. Complicating
this underwater picture is the presence of unwanted
multipath in addition to the desired direct path signal.
Multipath can be defined as one or more delayed
signal replicas arriving at the receiver with time-varying
amplitude and phase characteristics. These multipaths
are responsible for temporal spreading and spectral
spreading of the transmitted signal. These distorted
signal replicas are produced by boundary reflection
from the surface, bottom, and other objects as well as
from acoustic ray bending in response to sound speed
variation in the underwater environment. Add to these
complications the time variability of these phenomena
and a very interesting medium for acoustic telemetry
results.

One of the first acoustic communication systems that
was employed was the underwater telephone or UQC.
This is a low-bandwidth (8—11 kHz) voice link that was
developed by the United States government in 1945.
It was used to communicate to and from submarines
at speed and depth over a range of several kilometers.
This method of acoustic communication is still today the
standard for submarines and surface vessels. However,



modern technology with the advent of miniaturized,
low power, digital signal processor (DSP) electronics
and portable personal computers that can implement
and support complex signal processing/communications
algorithms has provided the capability to improve the
quality, increase the data throughput, and increase the
number of military and commercial telemetry applications
that are possible.

Next, a brief telemetry system overview will be
presented as a framework for the discussion to follow,
which will focus on commercially available acoustic
telemetry modems, past and present acoustic telemetry
applications, the navy’s range-based telemetry modems,
several specific range-based telemetry applications, and
finally current and future research in underwater acoustic
telemetry.

3. TELEMETRY SYSTEM OVERVIEW

Telemetry data can take many different forms. Current
speed data, sound velocity speed data, salinity data,
pressure data, accelerometer data, temperature data,
system health data, instrument command data, videos and
images, data bearing files, digital voice, and interactive
text are all clear examples of the various types of data
that a telemetry system can be used to convey from
one point to another point. In the underwater acoustic
telemetry case, the data are telemetered from one point
underwater to another point underwater that may be more
accessible to those interested in the data. A telemetry
system is comprised of a transmitter and a receiver.
A typical transmission format is shown in Fig. 1, and
a typical transmitter block diagram is shown in Fig. 2.
The first portion of the transmission is a synchronization
signal that is used to detect the presence of a telemetry
signal and the location of data within the telemetry
stream. The synchronization signal may be a large time
bandwidth “chirp,” or a differential or binary phase-
shift keyed (DPSK or BPSK) signal with good auto-
and cross-correlation properties. Guard time intervals

Synch
t
:Data : L
1 : symbols :
Training Optional redundant
symbols packet

Figure 1. Typical telemetry transmit packet.

Data Interleaver/ Power
source || Encoder || Modulator = amplifier | Transducer
Iy
Pre-pended

synchronization

Figure 2. Acoustic telemetry transmitter block diagram.
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are used after the synchronization signal and following
the data prior to the next synchronization signal to
mitigate the acoustic channel’s multipath effects. A short
training sequence follows the first guard time interval
and is used to train the receiver’s adaptive equalizer,
specifically, the channel compensation capability for the
modulated data that are to follow. Alternatively, the data
may be transmitted by frequency shift-keyed (FSK) or
multifrequency shift-keyed (MFSK) or spread spectrum
modulation waveforms. A Doppler tracking tone may
be superimposed over the telemetry packet for Doppler
compensation at the receiver side of the link or may
be derived from the synchronization signal itself. An
optional channel probe in some telemetry systems can
be used periodically prior to sending the telemetry
packet or in an integral fashion to measure the channel
characteristics so that the receiving system may take
advantage of it. The transmitter block diagram in Fig. 2
shows the generation of the synchronization signal,
coding and interleaving of the binary data, and the
modulation of the binary data into transmission symbols
as well as the power amplifier and electrical to acoustic
transducer.

The acoustic telemetry receiver block diagram is shown
in Fig. 3. The task of the receiver is to mitigate, compen-
sate, and/or undo the effects of the underwater channel
on the transmitted telemetry signal. The receiver incor-
porates acoustic to electric conversion via hydrophone,
filtering, amplification, detection, synchronization, and
Doppler compensation. The filtered, amplified, synchro-
nized, and Doppler-corrected signal is then presented to
a demodulator to provide baseband processing. The base-
band signal is then passed to a symbol detector that
in the case of coherent signals takes the form of an
adaptive equalizer or a bank of filters for frequency-
based incoherent systems or a set of correlators for
direct-sequence spread-spectrum (DSSS)-based signals.
Following the bit or symbol detection process, a decod-
ing step can be performed if the data were coded at the
transmitter. This decoding step seeks to correct errors
that may still be present after the symbol/bit detection
stage.

4. ACOUSTIC TELEMETRY MODEMS

There are a number of commercially available acoustic
telemetry modems at present. These modems span the
gamut of communications techniques such as FSK, MFSK,
spread-spectrum, and coherent signaling schemes such
as BPSK and QPSK. In addition, these modems provide
varying capabilities, chief among these are the bandwidth
and data rate. Table 1 shows a brief comparison of these
telemetry modems and their salient features.

Hydrophone | F|Itefr'/ _»Synchronlzer,» Symbol = Deinterleaver/
Amplifier doppler detector
Decoder
compensator,
demodulator

Figure 3. Acoustic telemetry receiver block diagram.
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Table 1. Commercially Available Telemetry Modem Systems

Modem Data Link
Manufacturer Application Modulation Format Rate (bps) Type
Benthos Oil, environmental, FSK, HFSK, MFSK, 10-10,000 Half -duplex
military BPSK, QPSK,
TCM8PSK
Linkquest Oil, military Spread-spectrum 200-2000  Half-duplex

5. TELEMETRY APPLICATIONS

A number of telemetry applications can be found in the
fairly recent history of acoustic telemetry that chiefly
began late in the 1980s after feasibility research was
conducted in the area of incoherent FSK systems in
the early 1980s [1]. The DATS system [1] was capable
of operating at data rates up to 1200 bits per second (bps).
As early as 1984, the concept of using acoustic telemetry
to monitor and control oil wellheads was being tested
and used in 100-m water depths and at horizontal ranges
of 2 nautical miles [2]. Oil monitoring and control since
this time and at present has been employing acoustic
telemetry to reduce maintenance and operations costs.
In 1989, it was demonstrated that a vertical acoustic
telemetry link could be established to an undersea robot
that was used to replace divers in the maintenance
of submerged platforms [3]. In 1991, the Woods Hole
Oceanographic Institute (WHOI) conducted a long-term
acoustic telemetry experiment using their utility acoustic
modem (UAM) to collect sensor data during a 6-month
moored deployment [4]. This telemetry system, still used
today, is based on TMS30C44 DSP technology and
represents a versatile, configurable device for autonomous
and moored telemetry applications. Again in 1991, acoustic
data links employing telemetry were being explored for
unmanned undersea vehicle (UUV) applications [5] using
a 1250-bps data link with a range of 2 nautical miles
using a bandwidth of 10 kHz. In 1992, a submersible was
used to telemeter high-quality video imagery from a deep
ocean trench to a surface vessel [6]. Throughout the 1990s,
acoustic telemetry technology employed noncoherent
modems. One of the more advanced of these systems,
called the Telesonar system developed by Datasonics,
Inc., and the U.S. Naval Command, Control and Ocean
Surveillance Center, employed MFSK techniques using
Hadamard coding as well as convolutional coding and
frequency-hopping patterns [7]. This system is currently
being used for a variety of applications and is commercially
available from Benthos Inc.

First attempts were made in 1989 using phase-
coherent signaling and minimal equalization techniques to
telemeter images and commands between a surface vessel
and a subsea robot in a very benign channel. Quadrature
amplitude modulation (QAM) signaling was used with a
transmission rate of 500 kbps with a bandwidth of 125 kHz
centered at 1 MHz [8]. New and innovative ground
breaking research in coherent acoustic communication
techniques that allowed for tracking channel time
variability in the early 1990s [9,10] made it possible

to robustly communicate successfully in horizontal as
well as vertical channels with higher data rates than
were previously possible through the use of bandwidth-
efficient MPSK and MQAM modulation schemes. In
1993, long-range, low-error-rate (<10~%) telemetry over
horizontal distances in excess of 200 km was shown to
be possible [9]. In 1994, a prototype digital, acoustic
underwater phone was described and demonstrated that
compressed the data prior to transmission [11]. This
type of system has not received much attention but
still represents an important and much needed upgrade
to the much older UQC voice system used aboard
surface and subsurface vessels. In 1998, a practical
coherent telemetry system for use onboard an autonomous
underwater vehicle (AUV) was demonstrated using a
bandwidth of 3 kHz and a bandwidth of 25 kHz with
data rates of 2500 and 10,000 bps, respectively, in
shallow water depths of 10-30 m [12]. Also in 1998,
the WHOI UAM telemetry system was deployed on
the MIT Odyssey and the Florida Atlantic University
(FAU) Ocean Explorer UUVs [13]. The Odyssey UUV was
integrated as part of an autonomous ocean sampling
network (AOSN). Sensor data were transmitted from
the vehicle to another telemetry modem. The data
were then sent up a mooring cable to a surface buoy
and then relayed via RF link to a support vessel for
real time monitoring. In 2000, a surf-zone acoustic
telemetry experiment (SZATE) was conducted alongside
the pier at the Scripps Institution of Oceanography
to demonstrate the ability to coherently telemeter
data in the challenging very-shallow-water surf-zone
environment [14]. It is envisioned that commercial and
military applications of small size and/or miniature
lemmings or crawlers with video and other sensors will
be used in the surf zone in the near future and will
have a need to telemeter this data to one or more remote
undersea sites.

One of the most advanced acoustic communica-
tion/telemetry systems has been developed as part of the
Acoustic Communications Advanced Technology Demon-
stration (ACOMMS ATD) funded by the U.S. Navy
Advanced System Technology Office (ASTO). This tacti-
cal system can employ noncoherent as well as coherent
modulation/demodulation techniques with multiple array
sensor inputs and has been used for a multitude of
naval demonstrations and applications involving trans-
mission of voice, text, and video between UUVs, UUV and
surface vessels, UUV and submarine, surface vessel and
submarine, two submarines, and surface buoys. These
telemetry links have been established at various data
rates of <20 kbps in some cases and has operated within a



number of low-, medium-, and high-frequency bands over
ranges of 2 km in shallow water, 3.7—5.6 km at high fre-
quency, and 37—124 km at medium frequency [15] in deep
water.

More recently, there has been growing interest in
the application of acoustic telemetry to remote undersea
networks given the success of point-to-point telemetry
links. One such example of an undersea network is
the Autonomous Oceanographic Surveillance Network
(AOSN), which has been developed through funds from the
Office of Naval Research (ONR) to network surface buoys
and autonomous AUVs in order to sample the underwater
environment [16]. The U.S. Navy is also developing
sensor networks that employ acoustic telemetry with
power control [17], protocol layers [18], and the ability
for the sensor nodes to adaptively learn the network
parameters such as node numbers, link quality, and
connectivity tables [19]. This particular network has
been demonstrated showing its surveillance capability as
well as RF and satellite gateway capability to offload
collected sensor data. A pictoral representation of an
undersea acoustic telemetry network is shown in Fig. 4.
Typically, these systems employ one or more of the
following schemes for multiuser access: time-division
multiple access (TDMA), frequency-division multiple
access (FDMA), and code-division multiple access (CDMA)
with a higher-level protocol layer that frequently uses
ARQ and handshaking methodologies.

An excellent tutorial on acoustic communications pre-
senting the history as well as an eye to the future has
been presented in a review article [20]. Another excellent
and also very readable acoustic underwater communica-
tions tutorial has been presented by Milica Stojanovic
in this very same edition of the Wiley Encyclopedia of
Telecommunications for the interested reader.

Next, we will take a more detailed look into a specific
NUWC range-based modem telemetry system. Following
this telemetry modem discussion, a number of range-
based telemetry applications will be presented in detail
as specific examples.

6. NUWC RANGE-BASED MODEM

The NUWC range-based telemetry system is a set of
underwater acoustic telemetry modems developed by
the Engineering, Test and Evaluation Department at

Master node/
Surface expression

(o2

Figure 4. Underwater acoustic telemetry network diagram.

ACOUSTIC TELEMETRY 25

the Naval Undersea Warfare Center Division, New-
port (NUWCDIVNPT). The modems were developed as
part of the Submarine Underwater Telemetry project
that was tasked to provide robust bidirectional, full-
duplex underwater acoustic communication subsystems
to undersea test and evaluation and training ranges now
under development. The goal was to produce acoustic
modems that can reliably communicate with subsur-
face range participants at a throughput data rate of
approximately 1 kbps at ranges out to 2 nautical miles
in shallow and deep water while maintaining vehicle
track.

The fact that navy ranges are designed for tracking
exercise participants and not specifically for telemetry
placed numerous constraints on the modem’s design.
The system’s bandwidth and center frequencies were
constrained, as was the choice of transducers to be
used. The receiving hydrophones available on a range are
typically widely spaced and omnidirectional, and available
transmitters are also often omnidirectional. The benefits
of beamforming, spatial diversity combining, and other
directive techniques developed by researchers [23—25] in
both the United Kingdom and the United States are
not practical options under these conditions. Instead, the
range-based modems must rely on adaptive equalization,
paired with time redundancy and error correction
schemes to achieve robust underwater communication.
The cost of these techniques is reduced data rate.
Although the system transmits at 4000 bps, the maximum
sustained throughput data rates are approximately
900 bps with half-rate coding and 1800 bps without coding.
The performance of this telemetry system has been
documented in the literature [21].

Physically, each modem is a VME chassis with a
notebook computer which serves as a user interface.
The VME chassis is controlled by a FORCE-5CE CPU
running SUN OS 4.1.3-ul. The chassis also contains a
hard-disk drive, a VME clock and a timing board (VCAT)
that serves as a master external clock, an optional GPS
timing board for synchronizing transmissions with a GPS
time reference, and two octal TMS320C40 digital signal
processor boards as shown in Fig. 5.

Each modem has a transmitter and a receiver. The
transmitter resides on two TMS320C40 processors. It
reads binary data from a buffer on the UNIX host, then

—— —| Notebook
PC

/7

Sparc 5CE
0.5 GB hard disk
Spectrum DSP x 8 board
Spectrum DSP x 8 board
Bancomm GPS/IRIG board

VME clock and timing board

Figure 5. Block diagram of a NUWC range-based VME teleme-
try modem chassis.
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packetizes and (optionally) convolutionally encodes the
data. The transmission waveform is digitally synthesized,
digital to analog converted and broadcast through the
water. Figure 1 shows the format for the transmission.
Each one second data packet is sent redundantly in a time
diversity scheme to improve the robustness of the receiver.

The receiver for the system is a jointly adaptive
decision feedback equalizer with a digital phase-locked
loop (DFE-DPLL). The DFE-DPLL is patterned after
a receiver first proposed by Stojanovic, Catipovic, and
Proakis [24] with modifications to allow for efficient real-
time implementation [25]. The receiver is implemented
using eight TMS320C40 digital signal processors and
consists of four functional blocks: packet detection and
synchronization, Doppler estimation and compensation,
complex demodulation, and equalization. Viterbi decoding
(if required) is performed on the UNIX host.

The pairs of redundant data packets are jointly equal-
ized in a manner similar to the spatial diversity combining
technique presented in Ref. 24. Spatial diversity combin-
ing assumes that multiple spatially separated sensors are
available to receive a given telemetry packet, and that the
transmission travels through independent paths (or chan-
nels) to arrive at each sensor. The output of the sensors
can then be jointly equalized to recover more of the signal
than a single sensor. Since these telemetry modems can-
not rely on the availability of multiple sensors, it employs
multiple, time-separated transmissions of the same sig-
nal packets (i.e., time diversity). The ocean is a highly
nonstationary, time-varying environment. Therefore, two
transmissions of the same data packet, spaced sufficiently
in time, travel through independent channels to arrive at
the single sensor. Once the redundant data packets have
arrived at the sensor, the net effect is essentially equiva-
lent to spatial diversity. The adaptive equalizer algorithm
has multiple inputs with each input containing the same
signal information as received across an independent path.
The cost of time diversity is a reduction in the throughput
data rate, but diversity is often essential for low-error-rate
telemetry.

7. RANGE-BASED TELEMETRY APPLICATIONS

A number of range-based acoustic telemetry applications
will now be discussed. These include the mobile deep-range
(MDR) application, the synthetic environment tactical
integration virtual torpedo program (SETI VTP) appli-
cation, and the underwater range data communication
(URDC) application.

7.1. MDR

In November 1997, the NUWC range-based modems
were used by personnel from the Naval Surface Warfare
Center (NSWC), Detachment Annapolis to acoustically
transfer data files collected during their mobile deep-
range (MDR) exercises from a submerged submarine to
a moored surface vessel as shown in Fig. 6. The MDR trial
represents one of the initial uses of this modem system.
One modem chassis with its notebook PC interface was
set up in a data analysis station aboard the moored ship.

30m

488 m

Figure 6. Configuration of the mobile deep-range telemetry.

At the analysis station, there was access to the outputs
of 18 omnidirectional hydrophones contained in the two
vertical legs of the MDR array shown in Fig. 6. Anumber of
ASCII data files containing position and test configuration
data were transmitted from the submarine under test
and were received on the vertical hydrophone arrays.
The acoustic telemetry modem receiver was successful
in decoding the data files with few or no errors. These
test configuration data files were then used by analysts
aboard the measurement vessel to reconstruct and better
analyze the data recorded with the arrays’ acoustic and
electromagnetic sensors in near real time.

7.2. SETI VTP

The submarine virtual torpedo program is the initial
implementation of the synthetic environment tactical
integration (SETI) project. The SETI project promotes
the use of advanced distributed simulation (ADS) capa-
bilities by creating high-fidelity antisubmarine warfare
(ASW) training opportunities using live targets, synthetic
torpedoes, and onboard submarine tactical and training
systems in realistic external environments. The goal of
the VTP project is to enable the real-time interaction
of live submarines with high-fidelity simulated torpe-
does. The SETI VTP conceptual drawings are shown in
Figs. 7 and 8. In June 1998, the SETI VTP test conducted
at the Atlantic Undersea Test and Evaluation Center
(AUTEC) demonstrated the full-duplex capabilities of the
NUWC range-based modems. The demonstrated capabil-
ities include (1) encrypted, bidirectional, full-duplex data
exchange between a submerged submarine operating on an
instrumented navy range and remote modeling and sim-
ulation facilities via a wide-area network (WAN), which
includes the range-based modems and a satellite link;
(2) submarine launch control of simulated torpedoes from
the remote modeling and simulation facilities and recep-
tion of tactical weapon data from the launched weapon,;
and (3) use of two alternate communication methods, dis-
tributed interactive simulation (DIS) protocols and high
level architecture (HLA) runtime infrastructure (RTI)
to transfer both weapon and positional data between
the submarine and the remote modeling and simulation
facilities.

7.3. URDC

The underwater range data communications (URDC)
project is a currently ongoing U.S. Navy project that



<
—
\—
\_

Comms

Laboratory

B = —

Weapon
simulator

Processing &

ACOUSTIC TELEMETRY 27

]
e *Weapons launch
NUWC division newport ) . Courftermeausures

*HW in the loop torpedo
«Scenario Mgt/Display
Launcher

. * Acoustic tracking &
Satellite «Acoustic telemetry \/\\;
AUTEC, Andros Is. )4— - Tracking Figure 7. Illustration of the SETI VTP

telemetry link concept.

R Cucor

display
g
Coordination Data Acoustic
center | distribution telemetry - Telcom
- Presets
4 - Gyro angle
- Firing order
Situational /|
controller
Modified Combat
ACOUSHC MK 75 DM control
modem

=
uit

BBLF [l Ship’s organic [JJ] Range equipment
B VTP equipment

Figure 8. Ship/shore SETI VTP telemetry configuration.

is funded to provide acoustic telemetry capability on
shore at the Command and Control (CC) building at
AUTEC as well as a roll on/roll off utility on submarines
engaged in Test and Evaluation exercises on range. This
system will expand and modernize the older NUWC range-
based telemetry modems discussed earlier. The URDC
system will interface to range receive and transmit node
infrastructure on shore as well as organic submarine
sensors. In addition, this system will integrate submarine
tracking capability with telemetry capability. This new
telemetry system will integrate state-of-the-art SHARC-
based DSP technology with other telemetry components
in a small user-friendly package for navy sailor and
range use. The system will incorporate multiple telemetry
modes of operation including high-, medium-, and low-
data-rate transfer in half-duplex and full-duplex FDMA
modes. These modes will employ coherent signaling
techniques coupled with strong error correction techniques

and selective time diversity automatic repeat request
(ARQ) capability. Initial prototype performance results
have been reported previously in the literature [22].
In addition, for low probability of intercept (LPI) and
potentially multiuser applications, variants of direct-
sequence spread-spectrum (DSSS) techniques will be
used. The URDC applications that are envisioned include
rapid mission/exercise debrief, interactive text (chat)
capability, digital voice, and file transfer as well as test
and evaluation specific applications such as transferring
ground truth track of ship’s position from shore and
exercise coordination information.

8. CURRENT AND FUTURE RESEARCH

Current and future acoustic telemetry research is focused
on a number of aspects of the telemetry problem. One
area of active research is the development of iterative and
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integral equalization and decoding methodologies to obtain
performance at or better than that possible by conventional
equalization techniques [26,27]. These procedures require
more complex processing by virtue of the feedback nature
and number of iterations inherent in these schemes.
Future work in this area will involve novel methods of
Turbo equalization employing Turbo codes and decoders
while reducing overall complexity while maintaining
improved performance. Another active area of current and
future research is that of multiuser and networked node
telemetry, associated protocols, routing, and multiuser
techniques. The goal of this daunting task is to include
as many underwater nodes, such as environmental
devices, UUVs, remotely operated vehicles (ROVs), and
submarines in increasingly larger communication nets
while demanding performance approaching that of single-
point links as well as conserving precious bandwidth.
Finally, another active area of telemetry research that
this author with other researchers is currently involved
in is the remote optoacoustic and acoustooptic telemetry
technology that connects submerged platforms at speed
and depth with in-air platforms.

9. FINAL REMARKS

Once again, the dialog of humankind demands the search,
collection, and transfer of knowledge and information to
and from the underwater world. Our need to communicate
will ultimately drive the technology and applications that
solve the problems of the future that in the past were
thought impossible to solve.
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ACOUSTIC TRANSDUCERS
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1. INTRODUCTION AND HISTORICAL OVERVIEW

The purpose of this article is to provide a brief overview
of the very extensive topic of acoustic transducers. Trans-
ducers are devices that transform one form of energy into
another. A few acoustic transducers, such as whistles or
musical instruments, transform mechanical energy into
sound, but the following discussion is concerned primar-
ily with electroacoustic transducers. They are classified
as either transmitters that convert electricity to sound,
or receivers that change acoustic energy into electrical
signals.

The invention of the telephone in the late 1800s resulted
in the first widespread use of electroacoustic transducers.
The microphone in the telephone converted the acoustical
energy of the human voice into electrical signals. The
earpiece in the telephone converted the electrical signals
back into acoustic energy so the voice of the person at the
other end of the line can be heard.

New requirements for different types of electroacoustic
transducers were created by the development of the
phonograph at the turn of the last century, followed by
increased consumer use of radio in the 1920s and the
advent of sound motion pictures in the 1930s. Improved
loudspeakers and microphones were required to meet
the demands of these new industries, and the science
of sound was transformed into the applied science of
electroacoustics.

During the 1920s, electrical engineers began apply-
ing the concepts of “equivalent circuits” to character-
ize acoustic transducers. The mechanical and acoustical
portions of the transducer were modeled by converting
them to equivalent electric circuit components of induc-
tors, capacitors, and resistors. These equivalent-circuit
elements of the acoustic portions were coupled to the
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pure electrical portions of the transducer by means of
an electromechanical transformer. This modeling allowed
the pioneering generation of electroacoustic engineers to
not only better understand how transducers operated
but also to optimize transducer designs by using the
well-known methods of electric circuit analysis. In 1929
the Acoustical Society of America was formed, and in
1934 the first engineering-based textbook on transducers,
entitled Applied Acoustics, was published by Olson and
Massa.

While significant improvement in the design of elec-
troacoustic transducers for use in the audible frequency
band in air were achieved during 1900-1940, a new
requirement for electroacoustic transducers to operate
underwater for sonar applications was only in its infancy.
However, the military threat of submarines during World
War II caused sonar transducer development to rapidly
advance during the 1940s.

Following World War II, new types of electroacoustic
transducers designed to operate in the ultrasonic fre-
quency range were developed for a wide variety of new
industrial applications, such as noncontact distance or
level measurement, collision avoidance, communication,
remote control, intrusion alarms, ultrasonic cleaning,
ultrasonic welding, ultrasonic flow detection, and ultra-
sonic imaging. Different transducers were designed to
operate at frequencies as low as 20 kHz, the upper
frequency limit of human hearing, to 10 MHz and
higher [1-3].

2.  FUNDAMENTALS OF ELECTROACOUSTIC
TRANSDUCERS

Many factors affect the design of an electroacoustic
transducer. For example, a transducer designed to operate
in a gaseous medium, such as air, is very different from
one designed to operate in a liquid medium, such as water.
Likewise, differences in acoustical requirements, such as
frequency of operation or radiation pattern, will influence
the design. It is, therefore, necessary to first understand
some basic acoustical principles in order to properly
understand how electroacoustic transducers operate.

2.1. Generation of Sound

Sound is a transfer of energy caused by the vibration
of particles in the transmission medium. The particles
vibrate back and forth a small distance, which causes a
longitudinal wave to travel in the same direction as the
vibrating particles.

An electroacoustic transmitting transducer produces
sound by vibrating a portion of its surface, which there-
fore affects the molecules in the transmission medium.
When the radiating surface moves forward the molecules
are pushed closer together, thus increasing the instanta-
neous pressure (condensation). When the radiating sur-
face moves back, the molecules expand, thus decreasing
the instantaneous pressure (rarefaction). The vibrating
molecules near the transducer push against their neigh-
bors, causing them to also vibrate. This process continues,
creating a propagating wave in which the instantaneous
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Figure 1. Ilustration showing how a piston moving forward (top)
compresses the molecules in the transmission medium in a pipe
creating condensation, and moving backward (bottom) expands
the molecules creating rarefaction.

pressures oscillate between condensation and rarefaction
as it progresses outward from the transducer. This is
illustrated in Fig. 1, which shows two moments of time
of a piston moving back and forth, pushing against the
molecules in a transmission medium contained in a pipe.
The top picture shows the molecules when the piston
is moving forward creating condensation, while the bot-
tom diagram shows the piston moving backward, causing
rarefaction.

2.2. Differences in the Characteristics of Sound
Propagation in Gaseous and Liquid Media

There are fundamental differences in many of the
properties of sound radiating in a liquid as compared
to sound propagating in a gas, but there are typically
only minor variations in the acoustic properties of sound
radiating among various gases or among various liquids.
Since the applications of most sound transmissions in
gases occur in air, and in liquids occur in water, the
characteristics of these two media will be used to illustrate
the difference between acoustic radiation in liquids and in
gases.

2.2.1. Speed of Sound. The velocity with which the
sound waves travel through a transmission medium is
called the speed of sound, c. The nominal value of c is
primarily a function of the composition of the particular
medium, but slight changes occur for each medium because
of variations in parameters such as temperature or
pressure. However, the velocity of sound is much greater
in liquids than in gasses. As an example, in air at 20°C
the speed of sound is 343 m/s, and in freshwater at 20°C
it is 1483 m/s [4].

2.2.2. Wavelengths of Sound. The wavelength of sound
traveling in a medium is the distance between conden-
sation peaks, as shown in Fig. 1, and is a function of
both the frequency and the speed of the sound wave. The
wavelength is

A=< 1
7 @

where A is the wavelength, c is the speed of sound, and f
is the frequency.

Figure 2 shows a plot of the wavelength of sound in
air and water at room temperature as a function of
frequency. As can be seen from the curve, since the speed
of sound in water is approximately 4.3 times greater than
in air, the wavelength for a given frequency in water is
approximately 4.3 times longer than in air.
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Figure 2. Plot of the wavelength, A, as a function of frequency
for sound in air and water.

2.2.3. Attenuation of Sound. The attenuation of sound
traveling through a medium increases as the frequency
increases, and the attenuation in a gas at a given fre-
quency is much greater than in a liquid. Figure 3 shows
plots of typical attenuations for sound in both air and water
as a function of frequency [5,6]. Because the attenuation
is much less in water than in air, objects can be detected
at much greater ranges using echo location in water than
in air. Table 1 compares propagation distances and wave-
lengths for sound at different frequencies in air and water.

2.2.4. Density. Gasses are much less dense than
liquids. The density, po, of air is only 1.2 kg/m®. The
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Figure 3. Plot of the attenuation, A, as a function of frequency
for sound in air and water.



Table 1. Sound Propagation Distance and Wavelength
Comprison for Air and Water

Propagation Distance
for Planar Sound Wave to
Attenuate to Half Its
Initial Pressure

(No Spreading Loss) (m) Wavelength (m)
Frequency (kHz) Air Water Air Water
0.5 375 330,000 0.68 3
1.0 180 130,000 0.34 1.5
5.0 40 20,000 0.068 0.3
10 18 7,000 0.034 0.15
50 3.8 330 0.0068 0.03
100 1.2 160 0.0034 0.015

density of water is 1000 kg/m®, which is over 800 times
greater [4].

2.2.5. Analogies Between Acoustical Properties of a
Transmission Medium and the Electrical Properties of a
Circuit. Most people are familiar with Ohm’s law in
electricity. This law states that for a given voltage
E applied across an electrical component that has an
impedance Z, the electric current I flowing through the
component will be directly proportioned to the value of the
electrical impedance Z. Ohm’s law can be written as

E=1Z (2)

where E is the voltage in volts, I is the current in
amperes, and Z is the electrical impedance in ohms.
Acoustic transmission media have properties analogous
to electrical properties in circuits. In acoustics, the sound
pressure p of the acoustic wave is equivalent to voltage in
an electric circuit, and the particle velocity u is analogous
to current. The acoustical impedance of a transmission
medium is the product of the density times the speed of
sound. It is written as poc, and the units are acoustic ohms
or rayls (after Lord Rayleigh). Ohm’s law in acoustics is

P = Uupoc 3)

where p is the pressure of the sound wave in pascals, u is
the particle velocity in meters per second, and pgc is the
acoustic impedance in rayls.

Because gases have much slower sound velocities and
lower densities than do liquids, their acoustic impedances
are much less. For example, the acoustic impedance of
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air is nominally 415 rayls, while poc for water is approx-
imately 1.48 x 108 rayls. This large disparity causes the
fundamental design concepts to be much different from
those for use in water. Table 2 summarizes the analogies
between acoustical and electrical properties.

2.2.6. Relationship Between Sound Pressure, Particle
Displacement, and Partial Velocity. As was discussed
previously, sound is transmitted in a wave caused by
the particles in the medium vibrating back and forth. In
a plane acoustic wave traveling in the x direction, the
particle velocity is the real part of

§ = gl (4)

which is

é:@M%Qﬂ—%@ (4b)

where & is the particle displacement in meters, w is the
frequency of the sound wave in radians per second, and ¢
is the speed of sound in the medium in meters per second.

The particle velocity is the derivative of the displace-
ment, therefore

u=—mam%M—§@ (5)

where u is the particle velocity in meters per second.
Substituting Eq. (5) into Eq. (3), the sound pressure
becomes

p = —pocw|&| sin (a)t — gx) (6)
c

where p is the sound pressure of the acoustic wave in
pascals and pgc is the acoustic impedance in rayls. From
Equation 6, it can be seen that the magnitude of the sound
pressure of an acoustic wave is directly proportional to the
acoustic impedance, the frequency, and the magnitude
of the particle displacement. To transmit sound at a
specific pressure and frequency, an acoustical transducer
must vibrate with an amplitude equal to the particle
displacement required for the particular medium. Because
the acoustic impedance of water is 3600 times greater
than that of air, the particle displacement in air must be
3600 times greater than the particle displacement in water
to produce the same sound pressure at the same frequency.
For either medium, the particle displacement required to
produce a constant sound pressure will decrease as the
frequency increases.

Because of these relationships, transducer designs are
different for operation in fluids than in gases, or for

Table 2. Ohm’s Law Analogies Between Electrical and Acoustical

Properties

Electrical Acoustical
Quantity Symbol Units Quantity Symbol  Units
Voltage E Volts Pressure p nPa
Charge q Coulomb  Particle displacement & m
Current 1 Amperes  Particle velocity u m/s
Impedance Z Ohms Acoustic impedance p-c rayls
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operation at high frequencies than low frequencies. The
radiating surfaces in underwater sonar transducers have
to move only small displacements to generate large sound
pressures. However, they must generate a relatively large
amount of force to compress the dense water. Transducers
that operate in air have to vibrate over much larger
displacements to generate high sound pressures, but very
little force is necessary to compress the gas.

Transducers that radiate at low frequencies in either
medium must vibrate for greater distances than those
that operate at high frequencies, which can be verified by
observing loudspeakers in a typical stereo system. The low-
frequency “woofer” can be seen moving large amplitudes
when base notes are played, while the motion of the high-
frequency “tweeters” appears to be negligible.

2.3. Sound Pressure Levels

Because sound pressures vary more than 10 orders of
magnitude, they are expressed by acoustical engineers
as logarithmic ratios, which are called sound pressure
levels (SPLs). The SPL in decibels for a sound pressure p
is calculated as 20log(p/prer), Where p.s is a standard
reference sound pressure. Some confusion can occur
because several different reference pressures are in use,
which results in a given sound pressure being expressed
with several different possible sound pressure levels.

Most of the early work in acoustical engineering was
associated with the development of audio equipment, so
it was natural to use the threshold of human hearing
for the reference pressure. In the cgs system, that
sound pressure is 0.0002 dyn/cm? (0.0002 bar), so sound
pressure levels were expressed in terms of dB/0.0002 pbar
[SPL = 201og(p/0.0002) dB/0.0002 pwbar, where p is the
pressure in microbars].

During World War II, there were major advances in
the development of sonar for detecting submarines. Since
the sounds produced by sonar systems are not heard
directly by people, sonar engineers began using 1 pbar
as a more logical standard reference pressure. Sound
pressure levels therefore began being expressed in terms
of dB/1 pbar [SPL =20log(p/1) dB/1 ubar, where p is
pressure in microbars].

In the early 1970s, the SI system of units was adopted
in acoustical engineering, so the micropascal (uPa), which
is equal to 1078N/m?, became the reference pressure.
Sound pressure levels therefore began to be expressed
in terms of dB/1 pwPa [SPL = 201log(p/1) dB/1 nPa, where
p is pressure in pPal. This is now the most often used
reference pressure for acoustic measurements, but it is
not unusual to encounter data using any of these three
standard reference pressures. To add to the confusion,
sometimes the SPL will be improperly stated in terms
of decibels only, without indicating the reference pressure
used to compute the ratio. It is obviously important to know
which reference pressure was used whenever an SPL is
expressed, and when comparing transducer responses, all
sound pressure levels should be converted to the same
reference pressure. It is quite simple to convert sound
pressure levels among the three reference pressures by
using Table 3.

Table 3. Sound-Pressure-Level Conversion Table

To Convert SPL in To SPL in

dB/0.0002 pbar dB/1 pbar Subtract 74 dB
dB/0.0002 pbar dB/1 pPa Add 26 dB
dB/1 pPa dB/0.0002 pbar Subtract 26 dB
dB/1 uPa dB/1 pbar Subtract 100 dB
dB/1 pbar dB/0.0002 pbar Add 74 dB
dB/1 pbar dB/1 pPa Add 100 dB

2.4. Radiation Patterns of Transducers

The acoustic radiation pattern, or beam pattern, is the
relative sensitivity of a transducer as a function of spatial
angle. This pattern is determined by factors such as the
frequency of operation and the size, shape, and acoustic
phase characteristics of the vibrating surface. The beam
patterns of transducers are reciprocal, which means that
the beam will be the same whether the transducer is used
as a transmitter or as a receiver.

Transducers can be designed to radiate sound in many
different types of patterns, from omnidirectional to very
narrow beams. The beam pattern of a transducer is usually
calculated and graphed showing the relative reduction in
sensitivity as a function of angle, with the maximum
sensitivity of the transducer along the main acoustic axis
set to equal 0 dB. The beam angle of the transducer is
equal to the total arch encompassed by the beam between
the angles when the pressure has fallen to a level of —3 dB
on either side of the main acoustic axis.

For a transducer with a circular radiating surface
vibrating in phase, the narrowness of the beam pattern is
a function of the ratio D/, the diameter of the radiating
surface over the wavelength of sound at the operating
frequency. The larger the diameter of the transducer as
compared to a wavelength of sound, the narrower the
sound beam. For example, if the diameter is twice the
dimension of the wavelength, the total beam angle will be
approximately 30°, but if either the diameter or frequency
is changed so that the ratio becomes 10, the total beam
angle will be reduced to approximately 6°. Since the
wavelength of sound at a given frequency in water is
approximately 4.3 times larger than in air, the diameter
of an underwater transducer must be approximately
4.3 times larger than an air transducer to produce the
same beam angle at the same frequency.

A transducer large in size compared to a wavelength
produces not only a narrow main beam, but also secondary
lobes separated by nulls. Figure 4 is a three-dimensional
(83D) representation of the beam pattern produced by
a transducer with a radiating diameter that is large
compared to a wavelength. As can be seen, each secondary
lobe is sequentially lower in amplitude than the previous
one. The equation for the radiation pattern of a circular
rigid piston in an infinite baffle as a function of spatial
angle is [7].

2
2J1 (n? sin@)
PO)=| — " 7 (Ta)

7T — sin 6
A
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Figure 4. 3D beam pattern produced by a transducer with a
circular radiating surface where the diameter is large compared
to a wavelength.
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where P(9) is the relative sound pressure as a function of
the angle, 6 is the angle of the sound pressure from an axis
perpendicular to the center of the piston, D is the diameter
of the piston, A is the wavelength of the sound, and <J/; is
the first-order Bessel function.

Beam patterns are usually plotted on a decibel scale
where the sound pressure as a function of spatial angle is

21 <n§> sin 0
Pas(6) = 201og —p (7b)

T — sinf

where Pgg(0) is the relative sound pressure as a function
of spatial angle in decibels. The beam angle is usually
defined as the measurement of the total angle where the
sound pressure level of the main beam has been reduced
by 3 dB on both sides from the peak that occurs along
the axis perpendicular to the piston. When describing
transducer beam patterns, two-dimensional (2D) plots are
most commonly used. These show the relative sensitivity
of the transducer versus angle in a single plane cut
through the axis perpendicular to the center of the piston
in the 3D beam pattern. Figure 5 shows 2D plots on
rectilinear coordinates of the beam patterns of circular
piston radiators for several different values of D/A.

2.5. Resonance

Many electroacoustic transducers are designed to operate
at resonance, which is the natural frequency of vibration
of the transducer structure. Transducers will produce
a much greater displacement for a given drive voltage
when operated at frequencies in the vicinity of resonance.
Likewise, when used as receivers they will produce a larger
electrical signal for a given sound pressure.
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Figure 5. 2D graph showing the beam patterns of four different transducers radiating with
circular pistons in an infinite baffle having diameter to wavelength ratios (D/)) of 1, 2, 4, and 10
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The quality factor, @, of a transducer is a value that
indicates the width of the frequency band in the vicinity of
resonance over which it can operate with high output. The
Q is calculated by dividing the resonant frequency by the
bandwidth, which is defined as the frequency band over
which the response of the transducer is within 3 dB of the
peak response.

The receiving response of transducers is usually
constant at frequencies well below resonance, so the
output voltage will be constant for a given sound pressure,
and proportional to changing sound pressures at all
frequencies in this region. Transducers that are used only
for receiving (microphones in air, and hydrophones in
water) are often operated well below resonance to take
advantage of this broadband flat response.

3. TRANSDUCTION

Electroacoustic transducers operate by using a variety
of different transduction materials or mechanisms to
transform electrical energy into sound and vice versa.
For example, in transducers that employ magnetics, an
alternating electric current flowing through a coil of
wire produces a varying magnetic force that causes the
transducer structure to vibrate. In like manner, a sound
wave will vibrate the transducer, which moves the coil in
a magnetic field, thus generating an electrical signal.

Transducers can also be designed using magnetostric-
tive materials for transduction. When these materials are
placed in a magnetic field, their mechanical dimensions
change as a function of the strength of the magnetic
field, which in turn can be used to generate sound. Other
transducers employ piezoelectric crystals, such as quartz,
Rochelle salt, or ammonium dihydrogen phosphate (ADP)
for transduction. They develop an electric charge between
two surfaces when the crystal is mechanically compressed,
and they expand and contract in size in the presence of an
applied electric field.

The most commonly used transduction materials for
transducers are electrostrictive ceramics. These ceramic
materials, such as barium titinate and lead zirconate
titanate, are often referred to as piezoelectric ceramics
and also produce an electric charge when a mechanical
stress is applied, and vice versa. However, they must have
an internal polarizing electric field established in order for
transduction to occur. Their popularity is due to relatively
low cost, coupled with the ability to be fabricated into a
wide variety of shapes and sizes.

4. A FEW EXAMPLES OF SOME ELECTROACOUSTIC
TRANSDUCERS

The following sections contain short descriptions of the
construction of a few electroacoustic transducers. Since
there are such a wide variety of different types of
electroacoustic transducers, it is not possible to provide
a description of most of them in this brief overview. Some
of the publications in the reading list at the end of this
article contain detailed information on many specific types
of transducers.

4.1. Moving-Coil Electrodynamic Loud Speaker

The most common loudspeakers used in stereo or public
address systems are electrodynamic transducers, which
contain a coil of wire suspended in a magnetic field. When
an alternating electrical current is passed through the
coil, mechanical forces are developed between the coil’s
electromagnetic field and the field in which it is mounted.

Figure 6 is a cross-sectional sketch illustrating the
schematic construction of an electrodynamic speaker [8].
As can be seen, the voice coil (4) is a coil of wire
fashioned into a cylindrical tube. It is rigidly connected
to a radiating diaphragm (1), which is resiliently mounted
to an enclosure (3). This holds the coil within the magnetic
field produced by the permanent magnet (4), but allows
it to freely vibrate within this field. The magnet is
shaped like a disk with a circular groove cut into the
surface facing the diaphragm. The tubular voice coil is
mounted so that it is held within this groove. A varying
electrical current in the coil produces proportional changes
in its electromagnetic field, which in turn modulates
the magnetic forces between the coil and the permanent
magnet. This causes the coil to move back and forth, thus
vibrating the diaphragm and generating sound.

4.2. Condenser Microphone

The condenser microphone produces a variation in its
electrical capacitance in the presence of an acoustic wave.
Figure 7 illustrates the construction of such a transducer.
The stretched thin metallic membrane is separated from
the rigid backplate by a small airgap. When a sound
wave vibrates the membrane, it causes the airgap to
change in thickness, producing a variation in the electrical
capacitance between it and the backplate. This varying
capacitance is converted into an electrical signal that is
proportional to the sound pressure wave.

Figure 6. Illustration showing the construction of an electrody-
namic speaker (Fig. 1 of U.S. Patent 2,445,276 [8]).
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Figure 7. Illustration showing the construction of a condenser
microphone.
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4.3. Flexural Air Ultrasonic Transducer Using
Electrostrictive Ceramics

Flexural ultrasonic transducers use the resonance of a
mechanical diaphragm to produce the motion required to
generate the required sound pressure. Figure 8 shows a
cross-sectional illustration of a typical flexural ultrasonic
transducer [9]. The housing is an aluminum cup consisting
of an outer cylindrical shell (1) with relatively thick sides
and a thin circular diaphragm. This produces a rigid
clamped circular disk in which the resonant frequency is
controlled primarily by its diameter and stiffness. A thin
ceramic disk (5) is cemented to the radiating diaphragm.

As a receiver, the diaphragm is mechanically vibrated
by sound pressure, causing it to buckle up and down.
Since the ceramic is rigidly attached to the diaphragm,
it stretches as the diaphragm buckles, which produces
an electrical voltage across it. In like manner, when the
ceramic is excited by an electrical voltage it will stretch,
causing the diaphragm to vibrate and transmit sound.
Because the diaphragm can move large displacements
while creating only minor strains in the ceramic, this
design allows for generation of large sound pressures
without over stressing and cracking the ceramic.

This particular transducer design operates at an
overtone of the fundamental resonant frequency of the
clamped diaphragm. The frequency of operation can be
adjusted by varying the diaphragm thickness.

4.4. Tonpilz Sonar Transducer

A mass-loaded vibratile transducer (Tonpilz transducer) is
a common design used in sonar. A typical example is shown
in Figure 9 [10]. A ceramic cylinder (12) is cemented
between a light aluminum head mass (11), and a heavy
steel tail mass (15). The ceramic has electrodes on its two
ends. This transducer resonates in much the same way as
a large mass attached to a spring. If the mass is reduced,
the resonant frequency will lower. If the stiffness of the
spring increases, the resonant frequency will be higher.
In the transducer of Fig. 9, the ceramic cylinder is the
spring connected to the head mass and the tail mass. If it
is made more compliant, for example, by reducing the wall
thickness or increasing the length, the resonant frequency
will lower. If the head and tail masses are made smaller,
the resonant frequency will increase. At resonance, the

14

Figure 8. Illustration showing the construction of a flexural
ultrasonic transducer designed for operation in air using an
electrostrictive ceramic for transduction (Fig.1 of U.S. Patent
3,943,388 [9]).
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Figure 9. Illustration showing the construction of a tonpilz sonar
transducer (Fig. 1 of U.S. Patent 3,739,327 [10]).

length of the ceramic will increase and decrease relatively
large amounts, causing the head and tail masses to vibrate.
Because the head mass is much lighter than the tail mass,
it vibrates at much larger amplitude.

In operation the structure is encapsulated in waterproof
material, such as rubber, and the radiating head is
acoustically coupled to the water. When used as a
transmitter, an oscillating electrical voltage is connected
across the electrodes of the ceramic, causing it to
alternately lengthen and contract. This in turn causes
the head mass, which is coupled to the water, to vibrate
large amplitudes and produce a sound pressure wave.
As a receiver, a sound pressure wave pushes the head
mass, causing the transducer structure to vibrate. This in
turn causes the length of the ceramic tube to alternately
contract and expand, which generates a voltage across the
ceramic stack.
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The need for underwater wireless communications exists
in applications such as remote control in offshore oil
industry, pollution monitoring in environmental systems,
collection of scientific data recorded at ocean-bottom
stations and unmanned underwater vehicles, speech
transmission between divers, and mapping of the ocean
floor for detection of objects and discovery of new resources.
Wireless underwater communications can be established
by transmission of acoustic waves. The underwater
acoustic communication channels, however, have limited
bandwidth, and often cause signal dispersion in time and
frequency [2—7]. Despite these limitations, underwater
acoustic communications are a rapidly growing field of
research and engineering.

Acoustic waves are not the only means for wireless
communication underwater, but they are the best known
so far. Radiowaves that will propagate any distance
through conductive seawater are the extra-low-frequency
ones (30—300 Hz), which require large antennaes and high
transmitter powers [1]. Optical waves do not suffer as
much from attenuation, but they are affected by scattering.
Transmission of optical signals requires high precision in
pointing the narrow laser beams, which are still being
perfected for practical use. Thus, acoustic waves remain
the single best solution for communicating underwater, in
applications where tethering is not acceptable.

The idea of sending and receiving information under
water is traced back all the way to the time of Leonardo
Da Vinci, who is quoted for discovering the possibility
of detecting a distant ship by listening on a long tube
submerged under the sea. In the modern sense of the
word, underwater communications began to develop dur-
ing World War II, for military purposes. One of the first
underwater communication systems was an underwater
telephone, developed in 1945 in the United States for
communicating with submarines [4]. This device used a
single-sideband (SSB) suppressed carrier amplitude mod-
ulation in the frequency range of 8—11 kHz, and it was
capable of sending acoustic signals over distances of sev-
eral kilometers. However, it was not until the development
of VLSI (very large-scale integration) technology that a
new generation of underwater acoustic communication
systems began to emerge. With the availability of com-
pact digital signal processors (DSPs) with their moderate
power requirements, it became possible for the first time to
implement complex signal processing and data compres-
sion algorithms at the submerged ends of an underwater
communication link.

Since the late 1990s, significant advancements have
been made in the development of underwater acoustic
communication systems [7], in terms of their operational
range and data throughput. Acoustically controlled robots
have been used to replace divers in performing main-
tenance of submerged platforms [16], high-quality video
transmission from the bottom of deepest ocean trenches
(6500 km) to a surface ship was established [17], and data
telemetry over horizontal distances in excess of 200 km
was demonstrated [25].

As efficient communication systems are developing, the
scope of their applications continues to grow, and so do
the requirements on the system performance. Many of the
developing applications, both commercial and military, are
calling for real-time communication with submarines and
autonomous, or unmanned underwater vehicles (AUVs,
UUVs). Setting the underwater vehicles free from cables
will enable them to move freely and refine their range of
operation. The emerging communication scenario in which
the modern underwater acoustic systems will operate is
that of an underwater data network consisting of both
stationary and mobile nodes. This network is envisaged to
provide exchange of data, such as control, telemetry, and
eventually video signals, between many network nodes.
The network nodes, located on underwater moorings,
robots, and vehicles, will be equipped with various sensors,
sonars, and videocameras. A remote user will be able to
access the network via a radio link to a central node based
on a surface station.

In attempts to achieve these goals, current research is
focusing on the development of efficient communications
and signal processing algorithms, design of efficient mod-
ulation and coding schemes, and techniques for mobile
underwater communications. In addition, multiple-access
communication methods are being considered for under-
water acoustic networks, as well as the design of network
protocols, suited for long propagation delays and strict
power requirements encountered in the underwater envi-
ronment. Finally, data compression algorithms suitable



for low-contrast underwater images, and related image
processing methods [18], are expected to enable image
transmission through band-limited underwater acoustic
channels.

1. SYSTEM REQUIREMENTS

The achievable data throughput and the reliability of an
underwater acoustic communication system, as measured
by the bit error rate, vary from system to system, but
are always subject to bandwidth limitations of the ocean
channel. Unlike the situation in the majority of other
communication media, the use of underwater acoustic
resources has not been regulated yet by standards.

In the existing systems, four kinds of signals usually are
transmitted: control, telemetry, speech, and video signals.

1. Control signals include navigation, status informa-
tion, and various on/off commands for underwater
robots, vehicles, and submerged instrumentation
such as pipeline valves or deep-ocean moorings. The
data rates up to about 1 kilobit per second (kbps) are
sufficient for these operations, but very low bit error
rates (BERs) may be required.

2. Telemetry data are collected by submerged acoustic
instruments such as hydrophones, seismometers,
sonars, current meters, and chemical sensors, and it
also may include low-rate image data. Data rates on
the order of one to several tens of kbps are required
for these applications. The reliability requirements
are not so stringent as for the command signals, and
a probability of bit error of 10~3—10-* is acceptable
for many applications.

3. Speech signals are transmitted between divers and a
surface station or among divers. While the existing,
commercially available diver communication sys-
tems use mostly analog communications, based on
single-sideband modulation of the 3-kHz audio sig-
nal, research is advancing in the area of synthetic
speech transmission for divers, as digital trans-
mission is expected to provide better reliability.
Transmission of digitized speech by linear predic-
tive coding (LPC) methods requires rates on the
order of several kbps to achieve close-to-toll qual-
ity. The BER tolerance of ~10~2 makes it a viable
technology for poor-quality band-limited underwater
channels [19,20].

4. Video transmission over underwater acoustic chan-
nels requires extremely high compression ratios if an
acceptable frame transmission rate is to be achieved.
Fortunately, underwater images exhibit low contrast
and detail, and preserve satisfactory quality if com-
pressed even to 2 bits per pixel. Compression meth-
ods, such as the JPEG (Joint Photographic Experts
Group) standard discrete cosine transform, have
been used to transmit 256 x 256-pixel still images
with 2 bits per pixel, at transmission rates of about
one frame per 10 seconds (s1) [17]. Further reduc-
tion of the required transmission rate seems to be
possible by using dedicated compression algorithms,
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such as the discrete wavelet transform [18]. Current
achievements report on the development of algo-
rithms capable of attaining compression ratios
in excess of 100:1. On the other hand, under-
water acoustic transmission of television-quality
monochrome video would require compression ratios
in excess of 1000:1. Hence, the required bit rates
for video transmission are greater than 10 kbps, and
possibly up to several hundreds of kbps. Performance
requirements are moderate, as images will have sat-
isfactory quality at bit error rates on the order of
10-3-104.

2. CHANNEL CHARACTERISTICS

Sound propagation under water is determined primarily
by transmission loss, noise, reverberation, and temporal
and spatial variability of the channel. Transmission loss
and noise are the principal factors determining the
available bandwidth, range, and signal-to-noise ratio.
Time-varying multipath influences signal design and
processing, which determine the information throughput
and communication system performance.

2.1. Range and Bandwidth

Transmission loss is caused by energy spreading and
sound absorption. While the energy spreading loss depends
only on the propagation distance, the absorption loss
increases not only with range but also with frequency,
thus limiting the available bandwidth.

In addition to the nominal transmission loss, link
condition is influenced largely by the spatial variability of
the underwater acoustic channel. Spatial variability is a
consequence of the waveguide nature of the channel, which
results in such phenomena as formation of shadow zones.
Transmission loss at a particular location can be predicted
by many of the propagation modeling techniques [2]
with various degrees of accuracy. Spatial dependence of
transmission loss imposes particularly severe problems for
communication with moving sources or receivers.

Noise observed in the ocean consists of human-made
noise and ambient noise. In deep ocean, ambient noise
dominates, while near shores, and in the presence
of shipping activity, human-made noise significantly
increases the noise level. Unlike the human-made noise,
most of the ambient noise sources can be described as
having a continuous spectrum and Gaussian statistics [2].
As a first approximation, the ambient noise power spectral
density is commonly assumed to decay at 20 dB/decade in
both shallow and deep water, over frequencies that are of
interest to communication systems design. The exception
are biological sources of noise, such as snapping shrimp,
which lives only in certain geographic areas and produces
impulsive noise within the range of frequencies used by a
typical communication system.

Frequency-dependent transmission loss and noise
determine the relationship between the available range,
bandwidth, and SNR (signal-to-noise ratio) at the receiver
input. This dependence is illustrated in Fig. 1, which
shows the frequency dependent portion of SNR for several
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Figure 1. Frequency-dependent portion of SNR.

transmission ranges. (The SNR is evaluated assuming
spherical spreading, absorption according to Thorp [2],
and a 20-dB/decade decay of the noise power spectral den-
sity.) Evidently, this dependence influences the choice of
a carrier frequency for the desired transmission range.
In addition, it determines the relationship between the
available range and frequency band. Underwater acoustic
communication links can be classified according to range
as very long, long, medium, short, and very short links.
For a long-range system, operating over 10—100 km, the
bandwidth is limited to few kilohertz (for a very long dis-
tance on the order of 1000 km, the available bandwidth
falls below 1 kHz). A medium-range system operating over
1-10 km has a bandwidth on the order of 10 kHz, while
only at very short ranges below about 100 m, more than
100 kHz of bandwidth may be available.

Within this limited bandwidth, the signal is subject
to multipath propagation through a channel whose
characteristics vary with time and are highly dependent
on transmitter and receiver location. The multipath
structure depends on the link configuration, which is
designated primarily as vertical or horizontal. While
vertical channels exhibit little time dispersion, horizontal
channels may have extremely long multipath spreads.
Most notable in the long- and medium-range channels,
multipath propagation causes severe degradation of
the acoustic communication signals. Combating the
underwater multipath to achieve a high data throughput
is without exception considered to be the most challenging
task of an underwater acoustic communication system.

2.2. Multipath

In a digital communication system that uses a single
carrier, multipath propagation causes intersymbol inter-
ference (ISI), and an important figure of merit is multipath
spread in terms of symbol intervals. While typical multi-
path spreads in the commonly used radio channels are
on the order of several symbol intervals, in the horizon-
tal underwater acoustic channels they increase to several
tens, or a hundred of symbol intervals for moderate to

high data rates. For example, a commonly encountered
multipath spread of 10 ms in a medium-range shallow-
water channel, causes the ISI to extend over 100 symbols
if the system is operating at a rate of 10 kilosymbols per
second (ksps).

The mechanisms of multipath formation in the ocean
are different in deep and shallow water, and also depend on
the frequency and range of transmission. Understanding
of these mechanisms is based on the theory and models
of sound propagation. Depending on the system location,
there are several typical ways of multipath propagation.
It is mostly the water depth that determines the type of
propagation. The delineation between shallow and deep
water is not a strict one, but usually implies the region of
continental shelves, with depth less than about 100 m, and
the region past the continental shelves, where the water
gets deeper. Two fundamental mechanisms of multipath
formation are reflection at boundaries (bottom, surface,
and any objects in the water), and ray bending (rays of
sound always bend towards regions of lower propagation
speed). If the water is shallow, propagation will occur in
surface—bottom bounces in addition to a possible direct
path. If the water is deep, as in the regions past the
continental shelves, the sound channel may form by
bending of the rays toward the location where the sound
speed reaches its minimum, called the axis of the deep
sound channel. Because there is no loss due to reflections,
sound can travel in this way over several thousands of
kilometers. Alternatively, the rays bending upward may
reach the surface focusing in one point where they are
reflected, and the process is repeated periodically. The
region between two focusing points on the surface is called
a convergence zone, and its typical length is 60—100 km.

The geometry of multipath propagation and its spatial
dependence are important for communication systems that
use array processing to suppress multipath [e.g., 22,23].
The design of such systems is often accompanied by the
use of a propagation model for predicting the multipath
configuration. Ray theory and the theory of normal modes
provide basis for such propagation modeling.

2.3. Time Variation

Associated with each of the deterministic propagation
paths (macromultipaths), which can be modeled accu-
rately, are random signal fluctuations (micromultipath),
which account for the time variability of the channel
response. Some of the random fluctuations can be mod-
eled statistically [2,3]. These fluctuations include surface
scattering due to waves, which is the most important con-
tributor to the overall time variability of the shallow-water
channel. In deep water, in addition to surface scattering,
internal waves contribute to the time variation of the
signal propagating along each deterministic path.

Surface scattering is caused by the roughness of the
ocean surface. If the ocean were calm, a signal incident on
the surface would be reflected almost perfectly, with the
only distortion in the form of a phase shift of 7. However,
wind-driven waves act as the displacement of the reflection
point, resulting in signal dispersion. Vertical displacement
of the surface can be accurately modeled as a zero-
mean Gaussian random variable, whose power spectrum



is completely characterized by the windspeed [2]. Motion
of the reflection point results in frequency spreading of
the surface-reflected signal, significantly larger than that
caused by many other phenomena. Doppler spread of
a signal component of frequency f caused by a single
surface reflection occurring at an incidence angle 6 is
0.0175(f /c)w®? cos 8, where c¢ is the speed of sound,
nominally taken to be 1500 m/s, and w is the windspeed
in meters per second [2]. A moderate windspeed is on the
order of 10 m/s. Highest Doppler spreads are most likely
to be found in short-range links, which use relatively
high frequencies. For longer ranges, at which lower
frequencies are used, the Doppler spread will be lower;
however, multipath spread will increase as there will be
more significant propagation paths. The exact values of
multipath and Doppler spreads depend on the geometry
of multipath on a particular link. Nevertheless, it can be
said that the channel spread factor, that is, the product
of the Doppler spread and the multipath spread, can in
general be expected to decrease with range.

As an example, Figs. 2—4 each show an ensemble
of channel impulse responses, observed as functions of
delay over an interval of time. These figures describe
channel responses obtained at three fundamentally
different locations with different mechanisms of multipath
formation. Figure 2 shows the impulse responses recorded
in deep water of the Pacific Ocean, off the coast of
California. In this channel, propagation occurs over three
convergence zones, which span 110 nautical miles (nmi).
At each fixed time instant, the figure shows a realization
of the channel impulse response magnitude as a function
of delay. Looking at one channel response reveals that two
or more signals arrive at the receiver at any given time.
The multipath delay spread in this channel is on the order
of 20 ms. The multiple arrivals have comparable energy,
thus causing strong ISI. The amplitudes and phases of
distinct arrivals may vary independently in time. Along
the time axis, variation of the channel response is observed
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Figure 2. Ensemble of long range channel responses in deep
water (~2000 m) off the coast of California, during the month of
January. Carrier frequency is 1 kHz. Rate at which quaternary
date symbols used for channel estimation were transmitted is

given in symbols per second (sps).
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Figure 3. Ensemble of long-range channel responses in shallow
water (~50 m) off the coast of New England, during the month of
May. Carrier frequency is 1 kHz.
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Figure 4. Ensemble of medium-range channel responses in
shallow water (~20 m) near the coast of New England, during
the month of February. Carrier frequency is 15 kHz.

for each given delay. In this example, significant variation
occurs over the shown 15-s interval. This channel does
not have a well-defined principal, or strongest, arrival, as
evidenced by the fact that the maximum amplitude does
not always occur at the same delay. The channel responses
shown in Figs. 2—4 are obtained by adaptive channel
estimation techniques. In particular, a recursive least-
squares algorithm is applied to 4-PSK (phase shift keying)
signals transmitted over the channels at rates indicated in
the figures. Figure 3 shows the impulse responses obtained
in shallow water of the Atlantic Ocean continental shelf,
off the coast of New England, over a long distance (48 nmi).
This example shows a channel with a well-defined
principal arrival, followed by a multipath of lower energy.
The extent of multipath is up to 50 ms. It is worth noting
that even though the extended multipath may appear to
have negligible energy, its contribution to the overall ISI
cannot be neglected. This channel shows a slower time-
variation than the one observed in Fig. 2. In contrast,
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Fig. 4 provides an example of a rapidly time-varying
channel. These response were recorded in the shallow
water of Buzzards Bay near the coast of New England,
over a distance of 2 nmi. Of the three examples shown, this
channel demonstrates the fastest time variation, which is
typical of a medium-range shallow water environment.

The factor that determines the performance of a
digital communication system on a frequency-spread
channel is the Doppler spread normalized by the symbol
rate. In underwater acoustic channels, the normalized
Doppler spread can approach values as high as 1072. The
implications that the time-varying multipath bears on the
communication system design are twofold. On one hand,
signaling at a high rate causes many adjacent symbols
to interfere at the receiver, and requires sophisticated
processing to compensate for the ISI. On the other hand,
as pulse duration becomes shorter, channel variation over
a single symbol interval becomes slower. This allows an
adaptive receiver to efficiently track the channel on a
symbol-to-symbol basis, providing, of course, a method
for dealing with the resulting time dispersion. Hence,
time-varying multipath causes a tradeoff in the choice of
signaling rate for a given channel. Experimental results
obtained on a rapidly varying shallow-water channel [27]
demonstrate these observations.

While there exists a vast knowledge of both deter-
ministic and statistical modeling of sound propagation
underwater, the use of this knowledge in modeling of
communication channels has only recently received more
attention [e.g., 8—12]. A time-varying multipath commu-
nication channel is commonly modeled as a tapped delay
line, with tap spacing equal to the reciprocal of twice the
channel bandwidth, and the tap gains modeled as stochas-
tic processes with certain distributions and power spectral
densities. While it is known that many radio channels
fit well within the model of Rayleigh fading, where the
tap gains are derived from complex Gaussian processes,
there is no single model accepted to date for any of the
underwater acoustic channels. Modeling of the shallow-
water medium-range channel has received most attention,
as this channel is known to be among the most rapidly
varying ones. Most authors consider that this channel is
fully saturated, meaning that it exhibits Rayleigh fad-
ing [3,5,9]. The deep-water channel has also been modeled
as a Rayleigh fading channel; however, the available mea-
surements are scarce, often making channel modeling a
controversial issue [10].

The statistical channel measurements available today
focus mostly on stationary communication scenarios. In a
mobile underwater acoustic channel, vehicle speed will
be the primary factor determining the time-coherence
properties of the channel, and consequently the system
design. Knowledge of a statistical channel model has
proved useful in the design and analysis of land-mobile
radio systems, and it remains for the future to develop
such models for underwater mobile acoustic channels.

3. SYSTEM DESIGN

To overcome the difficulties of time-varying multipath
dispersion, the design of commercially available under-
water acoustic communication systems has so far relied

mostly on the use of noncoherent modulation techniques
and signaling methods that provide relatively low data
throughput. More recently, phase-coherent modulation
techniques, together with array processing for exploitation
of spatial multipath diversity, have been shown to provide
a feasible means for a more efficient use of the underwa-
ter acoustic channel bandwidth. These advancements are
expected to result in a new generation of underwater com-
munication systems, with at least an order of magnitude
increase in data throughput.

Approaches to system design vary according to the
technique used for overcoming the effects of intersymbol
interference and signal phase variations. Specifically,
these techniques may be classified according to (1) the
signal design (i.e., the choice of modulation/detection
method) and (2) the transmitter/receiver structure (i.e.,
the choice of array processing method and the equalization
method, if any). In this section, the design of several
systems that have been implemented is described. While
most of the existing systems operate on the vertical,
or the very short-range channels, the systems under
development often focus on the severely spread horizontal
shallow-water channels. Signal processing methods used
in these systems are addressed in the following section.

3.1. Systems Based on Noncoherent Modulation

Noncoherent detection of FSK (frequency shift keying)
signals has been used for channels exhibiting rapid
phase variation such as the shallow-water long-range
and medium-range channels. To overcome the ISI, the
existing noncoherent systems employ signal design with
guard times, that are inserted between successive pulses
to ensure that all the reverberation will vanish before
each subsequent pulse is to be received. The insertion
of idle periods of time obviously results in a reduction
of the available data throughput. In addition, because
fading is correlated among frequencies separated by
less than the coherence bandwidth (the inverse of the
multipath spread), it is desired that only those frequency
channels that are separated by more than the coherence
bandwidth be used at the same time. This requirement
further reduces the system efficiency unless some form of
coding is employed so that the adjacent, simultaneously
transmitted frequencies belong to different codewords. A
representative system [13] for telemetry at a maximum
of 5kbps uses a multiple FSK modulation technique
in the 20-30-kHz band. This band is divided into 16
subbands, in each of which a 4-FSK signal is transmitted.
Hence, out of a total of 64 channels, 16 are used
simultaneously for parallel transmission of 32 information
bits (2 information bits per one 4-channel subband). This
system has successfully been used for telemetry over a
4-km shallow-water horizontal path, and a 3-km deep-
ocean vertical path. It was also used on a <1 km long
shallow-water path, where probabilities of bit error on
the order of 1072-10~% were achieved without coding.
The system performance may be improved by using error-
correction coding (ECC); however, its data throughput will
be reduced. This multiple FSK system is commercially
available with a maximum data rate of 1200 bps (bits per
second). Although bandwidth efficiency of this system does



not exceed 0.5 bps/Hz, noncoherent FSK is a good solution
for applications where moderate data rates and robust
performance are required. An improved FSK system [14]
uses 128 subbands and employs coding. The essence of its
coding method is a Hadamard H(20,5) code, in which each
5 input bits are encoded into 20 output bits (the minimum
distance of this code is 10). The encoded bits dictate the
choice of active subbands for transmission of the given
codeword. The 20 subbands that are simultaneously used
are chosen (among the 128 available) to be maximally
separated, which ensures the least correlated fading,
and thus provides diversity on time-varying underwater
channels. Because of their robustness and simplicity
of implementation, the noncoherent signaling methods
are being further developed, and a system has been
implemented [15] that uses orthogonal frequency-division
multiplexing (OFDM) realized with DFT (discrete-time
Fourier transform)-based filter banks. This system was
used on a medium-range channel; however, because of
the high-frequency separation among the channels (only
every fourth channel is used) and relatively long guard
times (10-ms guard following a 30-ms pulse), needed
to compensate for the multipath fading distortion, the
effective data rate is only 250 bps.

3.2. Systems Based on Differentially Coherent and
Coherent Modulation

With the goal of increasing the bandwidth efficiency of
an underwater acoustic communication system, research
focus has shifted toward phase-coherent modulation
techniques, such as PSK (phase shift keying) and
QAM (quadrature amplitude modulation). Phase-coherent
communication methods, previously considered infeasible,
were demonstrated to be a viable way of achieving high-
speed data transmission over many of the underwater
channels, including the severely time-spread horizontal
shallow-water channels [24—27]. These methods have the
capability to provide raw data throughputs that are an
order of magnitude higher than those of the existing
noncoherent systems.

Depending on the method for carrier synchronization,
phase-coherent systems fall into two categories: differen-
tially coherent and purely phase-coherent. The advantage
of using differentially encoded PSK (DPSK) with differ-
entially coherent detection is the simple carrier recovery
it allows; however, it has a performance loss as com-
pared to coherent detection. Most of the existing systems
employ DPSK methods to overcome the problem of car-
rier phase extraction and tracking. Real-time systems
have been implemented mostly for application in vertical
and very short-range channels, where little multipath is
observed and the phase stability is good.

In the very short-range channel, where bandwidth in
excess of 100 kHz is available, and signal stability is
good, a representative system [16] operates over 60 m at
a carrier frequency of 1 MHz and a data rate of 500 kbps.
This system is used for communication with an undersea
robot that performs maintenance of a submerged platform.
A 16-QAM modulation is used, and the performance
is aided by an adaptive equalizer. A linear equalizer,
operating under a least-mean-squares (LMS) algorithm
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suffices to reduce the bit error rate from 10~* to 10~7 on
this channel.

A deep-ocean, vertical-path channel is used by an image
transmission system [17]. This is 4-DPSK system with
carrier frequency 20 kHz, capable of achieving 16 kbps
bottom—surface transmission over 6500 m. The field tests
of this system indicate the achievable bit error rates on
the order of 10~* with linear equalizer operating under an
LMS algorithm.

Another example of a successfully implemented system
for vertical-path transmission is that of an underwater
image and data transmission system [29]. This system
uses a binary DPSK modulation at a rate of 19.2 kbps.
The carrier frequency of 53 kHz was used for transmission
over 2000 m.

More recent advances in digital underwater speech
transmission are represented by a prototype system
described in Ref. 19. This system uses a code-excited
linear prediction (CELP) method to transmit the speech
signal at 6 kbps. The modulation method used is 4-DPSK.
A decision-feedback equalizer, operating under LMS
algorithm is being used in the pool tests. Field tests
have not been reported yet. A similar approach has been
considered [20].

For applications in shallow-water medium-range chan-
nel, a binary DPSK system [21] uses a direct-sequence
spread-spectrum (DSSS) method to resolve a strong sur-
face reflection observed in the 1-km-long, 10-m-deep chan-
nel. The interfering reflection is only rejected, and not used
for multipath recombining. Data throughput of 600 bps
within a bandwidth of 10 kHz is achieved. Such high
spreading ratios are justified in interference-suppression
applications.

Current state of the art in phase-coherent underwater
communications is represented by the system described
by Johnson et al. [30]. This system is based on purely
phase-coherent modulation and detection principles [24]
of 4-PSK signals. The signals are transmitted at
5 kbps, using a carrier frequency of 15kHz. The
system’s real-time operation in configuration as a six-node
network was demonstrated in the under-ice shallow-water
environment. To overcome the ISI caused by shallow-
water multipath propagation, the system uses a decision
feedback equalizer operating under an RLS (recursive
least squares) algorithm.

4. SIGNAL PROCESSING METHODS FOR MULTIPATH
COMPENSATION

To achieve higher data rates, bandwidth-efficient systems
based on phase-coherent signaling methods must allow
for considerable ISI in the received signal. These systems
employ either some form of array processing, equalization
methods, or a combination thereof, to compensate for
the distortions. Three main approaches have been taken
toward this end. The first two approaches use differentially
coherent detection and rely on array processing to
eliminate, or reduce, multipath. The third approach
is based on purely phase-coherent detection and the
use of equalization together with array processing for
exploitation of the multipath and spatial diversity.
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Array processing for multipath suppression has been
used at both the transmitter and receiver ends. Trans-
mitter arrays can be used to excite only a single path of
propagation, but very large arrays are required. To over-
come the need for a large array, the use of parametric
sources has been studied extensively [22]. These highly
directive sources rely on the nonlinearity of the medium
in the vicinity of a transducer where two or more very
high frequencies from the primary projector are mixed.
The resulting difference frequency is transmitted by a
virtual array formed in the water column in front of the
projector. A major limitation of such a source is in its high
power requirements. High directivity implies the problem
of pointing errors, and careful positioning is required to
ensure complete absence of multipath. These systems have
been employed in shallow-water channels where equaliza-
tion is not deemed feasible because of rapid time variation
of the signal. Instead, a receiving array is employed to
compensate for the possible pointing errors. Binary and
quaternary DPSK signals were used achieving data rates
of 10 and 20 kbps, respectively, with a carrier frequency
of 50 kHz. The estimated bit error rate was on the order
10-2-1073, depending on the actual channel length. In
general, the technique was found to be more effective at
shorter ranges.

Multipath rejection using adaptive beamforming at
the receiver end only is another possibility. The beam-
former [23] uses an LMS algorithm to adaptively steer
nulls in the direction of a surface-reflected wave. Simi-
larly as in the case of the transmitter array, it was found
that the beamformer encounters difficulties as the range
increases relative to depth. To compensate for this effect,
the use of an equalizer was considered to complement the
performance of the beamformer. The equalizer operates
under an LMS algorithm whose low computational com-
plexity permits real-time adaptation at the symbol rate. A
separate waveform is transmitted at twice the data rate for
purposes of time synchronization. The system was tested
in shallow-water at 10 kbps, using a carrier frequency of

50 kHz, and showed the estimated bit error rate of 102
without, and 10~2 with, the equalizer.

A different method, based on purely phase-coherent
detection, uses joint synchronization and equalization for
combating the effect of phase variations and ISI [24,25].
The equalization method is that of fractionally spaced
decision feedback equalization, used with an RLS algo-
rithm. The system incorporates spatial signal processing
in the form of multichannel equalization based on diversity
combining. The phase-coherent methods have been tested
in a variety of underwater channels with severe multi-
path, showing satisfactory performance regardless of the
link geometry. The achieved data rates of up to 2 kbps over
long-range channels, and up to 40 kbps over shallow-water
medium-range channels, are among the highest reported
to date. These methods are discussed in more detail below.

4.1. Design Example: Multichannel Signal Processing for
Coherent Detection

In many of the underwater acoustic channels multipath
structure may exhibit one or more components that carry
the energy similar to that of the principal arrival. As the
time progresses, it is not unusual for these components
to exceed in energy the principal arrival (e.g., see Fig. 2).
The fact that the strongest multipath component may not
be well defined makes the extraction of carrier reference
a difficult task in such a channel. To establish coherent
detection in the presence of strong multipath, a technique
based on simultaneous synchronization and multipath
compensation may be used [24]. This technique is based on
joint estimation of the carrier phase and the parameters
of a decision feedback equalizer, where the optimization
criterion is minimization of the mean-squared error
(MSE) in the data estimation process. In addition,
the equalizer/synchronizer structure can be extended to
include a number of input array channels [25,26]. Spatial
diversity combining has shown superior performance
in a number of channels, as well as potentials for
dealing with several types of interference. In Fig. 5,
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Figure 5. A multichannel receiver for phase-coherent detection.



the multichannel equalizer is shown, preceded by an
additional precombiner, which may or may not be used
depending on the application and the number of available
received channels.

The input signals to the baseband processor are the
A/D (analog/digital)-converted array signals, brought to
baseband using nominal carrier and lowpass filtering. The
signals are frame-synchronized using a known channel
probe (usually a short Barker sequence transmitted
in phase and quadrature at the data rate). Baseband
processing begins with downsampling, which may be
carried out to an interval of as few as 2 samples per symbol
(Ns = 2), since the signals are shaped at the transmitter to
have a raised-cosine spectrum that limits their maximal
frequency to less than 1/7'. Since there is no feedback to
the analog part of the receiver, the method is suitable for
an all-digital implementation.

For applications where transmitter and receiver are
not moving, but only drifting with water, no explicit
adjustment of the sampling clock is needed. This will
implicitly be accomplished during the process of adaptive
fractionally spaced equalization. The front section of the
equalizer will also perform adaptive matched filtering
and linear equalization. To correct for the carrier offset,
the signals in all channels are phase-shifted by the
amount estimated in the process of joint equalization
and synchronization. After coherent combining, the
ISI resulting from the previously transmitted symbols
(postcursors) is canceled in the feedback section of the
equalizer. This receiver structure is applicable to any
linear modulation format, such as M-PSK, or M-QAM; the
only difference is in the way in which symbol decision is
performed.

In addition to combining and equalization, signal
processing at the receiver includes the operation of
decoding if the signal at the transmitter was encoded.
For example, in a DSP implementation of the receiver [28]
two coding methods are used: concatenated coding of an
outer Reed—Solomon code and an inner cyclic block code
(Hamming, BCH), and punctured convolutional coding
with interleaving. Alternatively, trellis coded modulation,
compatible with PSK and QAM signals, provides an
effective means of improving performance on a band-
limited channel.

The receiver parameters that are adaptively adjusted
are the weights of the precombiner, the tap weights of
the feedforward filters, the carrier phase estimates, and
the tap weights of the feedback filter. A single estimation
error is used for the adaptation of all parameters. This
error is the difference between the estimated data symbol
at the input to the decision device and its true value.
During the initial training mode, the true data symbols
are known. After the training period, when the receiver
parameters have converged, the online symbol decisions
are fed back to the equalizer and used to compute the
error. The adaptive algorithm used to update the receiver
parameters is a combination of the second-order digital
phase-locked loop (PLL) for the carrier phase estimates,
and the RLS algorithm for the multichannel equalizer
tap weights. The complexity of the multichannel equalizer
grows with the number of receiver array sensors. For this
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reason, the spatial precombiner may be used to limit the
number of equalizer channels, but still make use of the
diversity gain. The precombiner weights can be estimated
jointly with the rest of adjustable parameters. The details
of the joint adaptation are given in a 1995 paper [26].

The receiver is adaptively adjusted to coherently
combine the multiple signal arrivals and thus exploit
both spatial and temporal, or multipath, diversity gain. In
this manner, it differs from a receiver based on adaptive
beamforming that is adjusted to null out the signal replicas
arriving from angles different from those of the desired
path. The signal isolated by a beamformer usually has
to be processed by a separately optimized equalizer to
compensate for the residual ISI that arises because the
beamformer cannot completely eliminate the multipath
interference. Since it is not constrained by angular
resolution, the method of multichannel equalization may
be used with as few as two input channels, and is
applicable to a variety of underwater acoustic channels,
regardless of the range : depth ratio. In applications where
large arrays are available, the precombiner reduces
receiver complexity, while preserving the multichannel
diversity gain.

The method of adaptive multichannel combining
and equalization was demonstrated to be effective
in underwater channels with fundamentally different
mechanisms of multipath formation. Experimental results
include data rates of 2 kbps over three convergence zones
(200 km or 110 nmi) in deep water; 2 kbps over 90 km
(50 nmi) in shallow water, and up to 40 kbps over 1-2 km
in rapidly varying shallow-water channels [7].

5. ACTIVE RESEARCH TOPICS

At this stage in the development of underwater acoustic
communication techniques, with the feasibility of high-
rate communications established, a number of research
topics are foreseen that will influence the develop-
ment of future systems. These topics include reduced-
complexity receiver structures and algorithms suitable
for real-time implementation, techniques for interference
suppression, multiuser underwater communications, sys-
tem self-optimization, development of modulation/coding
methods for improved bandwidth efficiency, and mobile
underwater acoustic communication systems.

5.1. Reducing the Receiver Complexity

Although the underwater acoustic channels are generally
confined to low data rates as compared to many
other communication channels, the encountered channel
distortions require complex signal processing methods,
resulting in high computational load that may exceed the
capabilities of the available programmable DSP platforms.
Consequently, reducing the receiver complexity to enable
efficient real-time implementation has been a focus of
many studies.

The problem of reducing the receiver complexity may
be addressed on two levels: the design of an efficient
receiver structure and the design of an efficient adaptive
algorithm. For application to time-varying channels,
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the receiver —whether it is based on array processing,
equalization, or both methods —must use an adaptive
algorithm for adjusting its parameters. Two commonly
used types of algorithm are based on the LMS and the
RLS estimation principles.

In a majority of the more recent studies, the LMS-
based algorithms are considered as the only alternative
because of their low computational complexity, which is
linear in the number of coefficients N [20,23,33]. However,
the LMS algorithm has a convergence time that may
become unacceptably long when large adaptive filters
are used (20N as opposed to 2N of the RLS algorithm).
The total number of coefficients N may be very large
(more than 100 taps is often needed for spatial and
temporal processing in medium and long-range shallow-
water channels). In addition, the LMS algorithm is very
sensitive to the choice of step size. To overcome this
problem, self-optimized LMS algorithms may be used [33],
but this results in increased complexity, and increased
convergence time.

RLS algorithms, on the other hand, have better con-
vergence properties but higher computational complexity.
The quadratic complexity of the standard RLS algorithm
is too high when large adaptive filters need to be imple-
mented. In general, it is desirable that the algorithm be of
linear complexity, a property shared by the fast RLS algo-
rithms. A numerically stable fast RLS algorithm [31] has
been used for the multichannel equalizer [25]. Despite its
quadratic complexity, a square-root RLS algorithm [32]
has been used for real-time implementation [30]. The
advantage of this algorithm is that it allows the receiver
parameters to be updated only periodically, rather than
every symbol interval, thus reducing the computational
load per each detected symbol. In addition, the updating
intervals can be determined adaptively, based on moni-
toring the mean-squared error. Such adaptation methods
are especially suitable for use with high transmission
rates, where long ISI requires large adaptive filters, but
eliminates the need to update the receiver parameters
every symbol interval. The square-root RLS algorithm has
excellent numerical stability, which makes it a preferable
choice for a practical implementation. A different class of
adaptive filters, which also have the desired convergence
properties and numerical stability, are the lattice filters
that use RLS algorithms. These algorithms have been pro-
posed [34], but have not yet been applied to underwater
acoustic channel equalization. Choosing an appropriate
receiver adaptation method is expected to receive more
attention in the future acoustic modem design.

Regardless of the adaptive algorithm used, its com-
putational complexity is proportional to the number of
receiver parameters (tap weights). Rather than focusing
on low-complexity algorithms only, one may search for a
way to reduce the receiver size. Although the use of spatial
combining reduces residual ISI and allows shorter-length
equalizers to be used, a broadband combiner may still
require a large number of taps to be updated, limiting the
practical number of receiving channels to only a few. The
use of a precombiner [26] is a method for reducing a large
number of input channels to a smaller number for subse-
quent multichannel equalization. By careful design, full

diversity gain can be preserved by this technique. More
than one channel at the output of the combiner is usually
required, but this number is often small (e.g., three). The
fact that diversity gain may be preserved is explained by
multipath correlation across the receiver array. In addition
to the reduced computational complexity, smaller adaptive
filters result in less noise enhancement, contributing to
improved performance.

A different approach in the design of reduced-
complexity receiver structures has been investigated [35],
where the focus is on reducing the number of equalizer
taps. A conventional equalizer is designed to span
all the channel responses. However, if the channel
is characterized by several distinct multipath arrivals
separated in time by intervals of negligible reverberation,
an equalizer may be designed to have fewer taps. By
reducing the number of adaptively adjusted parameters,
this approach also makes it possible to use simple updating
algorithms, such as standard RLS algorithms, which have
good numerical stability. Finally, in channels that are
naturally sparse, discarding the low-magnitude equalizer
taps in fact results in improved performance since no
unnecessary noise is processed.

5.2. Interference Cancelation

The sources of interference in underwater acoustic
channels include external interference and internal
interference, generated within the system. The external
sources of interference include noise coming from onboard
machinery or other nearby acoustic sources, as well as the
propulsion and flow noise associated with the underwater
vehicle launch process. The internal noise, which has
signal-like characteristics, arises in the form of echo in
full-duplex systems, and in the form of multiple-access
interference generated by other users operating within
the same network.

Methods for cancelation of interference in the form
band-limited white noise and multiple sinusoidal inter-
ference have been investigated [36]. It was found that
the multichannel receiver of Fig. 5 was most effective in
canceling the interference while simultaneously detecting
the desired signal. Noise cancellation is performed sim-
ply by providing a reference of the noise signal to one
of the multichannel combiner inputs, while cancellation
of the sinusoidal interferer may be performed even with-
out the reference signal. By virtue of having the training
sequence, the multichannel combiner is able to adaptively
filter the interfering signal out, and extract the desired
signal.

5.3. Multiuser Communications and Underwater Networks

A multiple-access communication system represents a spe-
cial case of structured interference environment. Because
of the bandwidth limitation of the underwater acous-
tic channel, frequency-division multiple access (FDMA)
may not be an efficient technique. Time-division multiple
access (TDMA) is associated with the problem of efficient
time-slot allocation, which arises because of the long prop-
agation delays. A possible solution in such a situation is to
allow a number of users to transmit simultaneously in both



time and frequency. The receiver then has to be designed
to deal with the resulting multiple-access interference,
which may be very strong in an underwater acoustic net-
work. The fact that transmission loss varies significantly
with range, and that only very low code-division processing
gains are available as a result of bandwidth constraints,
both contribute to the enhanced near—far effect in the
underwater acoustic channel. The multiuser detection
methods suitable for underwater acoustic channels rely
on the principles of joint synchronization, channel equal-
ization, and multiple-access interference cancellation [37].
Two categories of multiuser receivers that have been con-
sidered are the (1) centralized receiver, in which the signals
of all the users are detected simultaneously (e.g., uplink
reception at a surface buoy, which serves as a central
network node), and (2) the decentralized receiver, in which
only the desired user’s signal needs to be detected (e.g.,
downlink reception by an ocean-bottom node). Similarly
as in the case of interference cancellation, the adaptive
multichannel receiver of Fig. 5 was experimentally shown
to have excellent capabilities in the role of a decentralized
multiuser detector, operating without any knowledge of
the interfering signal. Array processing plays a crucial
role in the detection of multiuser signals, but is associated
with the problem of computational complexity.

The advancements in point-to-point communication
links have sparked an interest in the development of
underwater acoustic communication networks. In addition
to the choice of a multiple-access strategy, network design
has been addressed on the levels of the data-link layer
and the network layer [layers 2 and 3, respectively, of the
seven-layer OSI (Open Systems Interconnection) reference
model] [8,38]. Typically, packet transmission in a store-
and-forward network is considered, and the design of
automatic repeat request (ARQ) protocols and routing
protocols is influenced by the long propagation times in
the underwater channels. Underwater acoustic networks
are a young area of research that is only awaiting new
developments.

5.4. System Self-Optimization

A receiver algorithm must use a number of parameters
that need to be adjusted according to the instantaneous
channel conditions before the actual signal detection can
begin. These parameters include the number and location
of array sensors that provide good signal quality, the sizes
of the equalizer filters, and their tracking parameters.
The optimal values of receiver parameters depend not
only on the general link configuration and location but
also on the time of operation. In addition, an increase the
background noise level, caused, for example, by a passing
ship, may temporarily disable the communication. If the
adaptive receiver algorithms are to be used in autonomous
systems, external assistance in algorithm initialization, or
reinitialization should be minimized. For this reason, the
development of self-optimized receiver algorithms is of
interest to future research.

The first steps in this direction are evident in the
implementation of self-optimized LMS algorithms [23,33],
in which the step size is adaptively adjusted, and the
periodically updated RLS algorithm [30], self-adjusted to
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keep a predetermined level of performance by increasing
the tracking rate if the channel condition worsens. These
strategies provide the receiver with the capability to
adjust to the fine channel changes. However, they depend
on the availability of a reliable reference of the desired
signal. Since a training sequence is inserted only so often
in the transmitted signal, a loss of synchronization or
convergence during detection of a data packet will cause
the entire packet to be lost. An alternative to periodic
reinsertion of known data, which increases the overhead,
methods for self-optimized, or blind, recovery may be
considered.

A blind equalization method based on using the cyclo-
stationary properties of oversampled received signals [39],
which requires only the estimation of second-order signal
statistics, provides a practical solution for recovering the
data sequence in the absence of clock synchronization.
Originally developed for linear equalizers, this method
has been extended to the case of the decision feed-
back equalizer, necessary for application in underwater
acoustic channels with extreme multipath. These meth-
ods have proven successful in preliminary tests with real
data [7]. Blind decision feedback equalization for appli-
cation to underwater acoustic channels has also been
investigated [40]. Further work on blind system recovery
for underwater acoustic channels will focus on methods
for array processing and carrier phase tracking.

5.5. Modulation and Coding

Coding techniques are known to be one of the most
powerful tools for improving the performance of digital
communication systems on both the additive white
Gaussian noise channels and the fading channels. Several
well-known techniques have been used for underwater
communications with both noncoherent and coherent
detection. Turbo codes are also being considered for use
in underwater communications. While the performance of
various codes is known on Gaussian noise channels and
fading channels that can be described by Rayleigh or Rice
statistics, it is not known as well on underwater acoustic
channels. Future work should provide experimental
results necessary for a better understanding of the
performance of coded systems on these channels.
Achieving high throughputs over band-limited under-
water acoustic channels is conditioned on the use
of bandwidth-efficient modulation and coding tech-
niques [41]. Related results documented in contemporary
literature are confined to signaling schemes whose band-
width efficiency is at most 3—4 bps/Hz. Higher-level signal
constellations, together with trellis coding, are being con-
sidered for use in underwater acoustic communications.
While trellis-coded modulation is well suited for verti-
cal channels that have minimal dispersion, their use on
the horizontal channels requires further investigation. In
the first place, conventional signal mapping into a high-
level PSK or QAM constellation may be associated with
increased sensitivity of detection on a time-varying chan-
nel. Certain results in radio communications show that
certain types of high-level constellations are more robust to
the channel fading and phase variations than are the con-
ventional rectangular QAM constellations [42]. Another



46 ACOUSTIC (UNDERWATER) COMMUNICATIONS

issue associated with the use of coded modulation on the
channels with long ISI is the receiver design that takes full
advantage of the available coding gain. Namely, the delay
in decoding poses problems for an adaptive equalizer that
relies on the feedback of instantaneous decisions. Receiver
structures that deal with this problem as it applies to
underwater channels are a subject of current studies.

In addition to bandwidth-efficient modulation and
coding techniques, the future underwater communication
systems will rely on data compression algorithms to
achieve high data rates over severely band-limited
underwater acoustic channels. This is another active area
of research, which, together with sophisticated modulation
and coding techniques, is expected to provide solutions for
high-rate underwater image transmission.

5.6. Mobile Underwater Communications

The problem of channel variability, already present in
applications with a stationary transmitter and receiver,
becomes a major limitation for the mobile underwater
acoustic communication system. The ratio of the vehicle
speed to the speed of sound (1/10% for a vehicle speed
of 30 knots or 54 km/h) often exceeds its counterpart in
the mobile radio channels (1/10® for a mobile moving
at 60 mi/h or 100 km/h), making the problem of time
synchronization very difficult in the underwater acoustic
channel. Apart from the carrier phase and frequency offset,
the mobile underwater acoustic systems will have to deal
with the motion-induced pulse compression and dilation
(time scaling). Successful missions of experimental AUVs
that use commercial FSK acoustic modems for vehicle-
to-vehicle communication have been reported [43]. In a
coherent acoustic modem, a method based on estimating
the time-scaling factor from a signal preamble has been
implemented and successfully demonstrated in operation
with a remotely controlled underwater vehicle [44]. Rather
than estimating the motion-induced distortion on a packet-
to-packet basis, algorithms for continuous tracking of the
time-varying symbol delay in the presence of underwater
multipath are under development. One approach is based
on a model that relates the instantaneous vehicle speed
to the signal phase distortion. Using this relationship and
the phase estimate from the PLL, the vehicle speed is
calculated, and the corresponding time-scaling factor is
used to resample the received signal before equalization.
The resampling operation is efficiently implemented
using polyphase filters. Other approaches are possible
that do not rely on explicit estimation of the vehicle
speed to perform adaptive resampling for highly mobile
communication scenarios.

While many problems remain to be solved in the design
of high-speed acoustic communication systems, more
recent advances in this area serve as an encouragement
for future work, which should facilitate remote exploration
of the underwater world.
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The present article is an introduction to the topic of active
antennas. The first section is a description of the field
suitable for reading by almost any undergraduate science
major. The next section is an in-depth reexamination of
the subject, including equations and some derivations. Its
basic idea is to provide the readers with enough tools to
enable them to evaluate whether it is an active antenna
that they might need for a specific application. The final
section is a discussion of where active antennas are finding
and will find application.

We should mention here that, if one really needs to
design active antennas, one will need to go further than
this article. The set of references to the primary research
literature given in this article is by no means complete,
nor is it meant to be. A good way to get started on the
current literature on this topic would be a reading of the
overview monograph of Navarro and Chang [1]. We will
not cover active amplifiers in this article. However, this
topic is treated in the book edited by York and Popovié [2].

1. AN INTRODUCTION TO ACTIVE ANTENNAS

An antenna is a structure that converts electromagnetic
energy propagating in free space into voltage and current
in an electric circuit and/or vice versa. In a transceiver
system, the antenna is used both to receive and to
transmit free-space waves. At minimum, a transceiver
then must consist of a signal source that serves to drive
the antenna as well as a receiver circuit that reads out
the signal from the antenna. Previously, practically all
antenna systems operating in the microwave frequency
regime (operation frequencies greater than 1 billion cycles
per second, or 1 GHz) were designed mostly to isolate
the antenna from the circuits —that is, to find ways
to make system operation independent of the antenna’s
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electrical characteristics. In contradistinction, an active
antenna is one in which the antenna actually serves as a
circuit element of either the driver or the readout circuit.
To understand why this is different from conventional
antenna driving or readout will require us to take a brief
historical trip through the last century or so.

Actually, the first antenna was an active one. Heinrich
Hertz, back in 1884 [2a], was the first to demonstrate
that one could generate radiowaves and that they would
propagate from a transmitter to a receiver at the speed
of light. The apparatus used is schematically depicted in
Fig. 1. The idea of the transmitter is that, by discharging
an induction coil (a wire looped about a magnetic core such
that the composite device can store significant amounts of
magnetic energy) into a spark gap, one can generate a
current in the 5-mm-diameter wire. The voltage in the
spark gap induces a current in the wires, which in turn
induces a voltage in the wires, and this voltage in turn
induces current, so that the voltage and current propagate
along the two pieces of the wire to either side of the
gap as waves, appearing much like a one-dimensional
slice through a water wave propagating away from the
point where a pebble has struck the water’s surface (the
spark gap). A wave will propagate rectilinearly until it
encounters an obstruction, at which point it can suffer
reflection from or transmission into the barrier that the
obstruction presents. There will then be reflections off the
metal spheres on the ends of the wire. The spark will
generate a broad spectrum of frequencies or wavelengths.
The reflections off the two ends, though, will tend to
cancel each other except at certain special frequencies.
The effect at these wrong frequencies is much like the
effect of throwing a handful of pebbles into the pond
and noting that, in between the points where the pebbles
struck, the waves are much more indistinct than they are
far from where the handful struck the surface. The special
frequencies are ones which just fit into the region between
the spheres. The current needs to be zero at the two ends
in order to fit, whereas the voltage needs to be maximum

(a) Induction
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Figure 1. Hertz apparatus for (a) transmitting and (b) receiving
radiowaves, where the transmitting antenna serves to choose
a specific frequency of the spark-gap voltage to transmit to
the receiving antenna, which also serves to pick out this
special frequency from the free-space waveform and turn this
electromagnetic disturbance into a voltage across the receiver
antenna gap.

Figure 2. Current and voltage waveforms for the lowest-order
(least number of zeros) waveform for the Hertz transmitter of
Fig. 1a. The current must go to zero at the points where the wire
ends, whereas the potential will be highest there.

at the ends. The current and voltage waves at the right
frequencies may appear as depicted in Fig. 2.

The Hertz transmitter is the archetypical active
antenna. The source is the spark gap, which is actually
placed in the antenna. The antenna then acts as a filter
to pick the right frequency out of a large number of
frequencies that could be launched from the gap. The
receiver is picked to be of a length to also select this
primary frequency.

Hertz-style spark-gap transmitters, after further devel-
opment and popularization by Marconi, were in use for
50 years after Hertz. However, such transmitters exhibit
some rather severe drawbacks. The main problem is that
the simple resonant dipole antenna (i.e., a straight-wire
antenna with a gap or a feeder cable used to feed in cur-
rent) is a filter with a poor frequency selection. Namely, if
one increases the frequency by 50%, there is 75% as much
power transmitted at this frequency as at the first reso-
nance, which is called the fundamental. There is a second
resonance at twice the frequency of the first resonance, and
another at each integer multiple of the fundamental. With
increasing frequency, the transmitted power decreases a
little and then flattens out around the second resonance,
decreases a little, flattens out at the third resonance,
and so on, as illustrated in Fig. 3. If the spark discharge
is really broadband (i.e., if it generates a large number
of frequencies where the highest frequency may be many
times the lowest), then what is transmitted by the antenna
will also be broadband, although with somewhat higher
transmission at the fundamental frequency and its har-
monics than in between. In the very early days of radio,
this was somewhat acceptable, although any information
impressed on such a broadband carrier would be rather

100% [~

75% [~

Power transmitted

| | | |
fo of, 3f, A

Figure 3. A sketch of what the transmission as a function of
frequency might look like for the Hertzian dipole antenna of
Figs. 1 and 2.



severely degraded on reception. However, the demise of
the spark-gap transmitter was really instigated by the
early success of radio, which caused the available fre-
quency bands to begin to fill up rapidly. This band filling
led to the formation of the Federal Communications Com-
mission (FCC) in 1934, which was charged with allocation
of frequency bands. The allocation by nature led to a ban
on spark-gap transmitters, which were needlessly wasting
bandwidth.

In a later experiment, Hertz noticed that the waves
he was generating would tend to have a component that
hugged the ground and could therefore travel over the
horizon and, in fact, across the Atlantic Ocean, skimming
along the surface of the water. Other researchers noticed
that the effect became more pronounced at wavelengths
longer than the roughly 2-m wavelength that Hertz
originally used. (For the frequencies and wavelengths of
some important frequency bands, see Table 1.) In order for
wave transmission to be useful, however, the transmitted
signal needs to carry information. Impressing information
on the wave is called modulating the carrier. One can
modulate the height (amplitude), the frequency, and so
on. The discovery of a technique to amplitude-modulate
the waves coming off an antenna (in 1906) then led to the
inception of AM radio in bands with wavelengths greater
than 300 m, which corresponds to roughly 1 MHz. AM
radio became commercial in 1920. By the 1930s, other
researchers noted that waves with frequencies around
10 MHz, corresponding to a wavelength around 30 m,
could be quite efficiently propagated over the horizon by
bouncing the wave off the ionosphere. This led to the
radio bands known as shortwave. In 1939, a researcher
realized a technique to modulate the frequency of the wave.
This realization led in the 1950s to FM radio, which was
allocated the band around 100 MHz with a corresponding
wavelength around 3 m. However, the FM technique was
used first during World War II as a radar modulation
technique. Radars today are at frequencies above roughly
1 GHz or wavelengths below 30 cm.

Table 1. A Listing of the Allocated Microwave
and Millimeter-Wave Bands as Defined by the
Frequency and Wavelength Range within

Each Band

Band Frequency

Designation (GHz) Wavelength
L 1-2 15-30 cm

S 2-4 7.5-15 cm

C 4-8 3.75-7.5 cm
X 8-12 2.5-3.75 cm
Ku 12-18 1.67-2.5 cm
K 18-26 1.15-1.67 cm
Ka 26-40 0.75-1.15 cm
Q 33-50 6-9 mm

U 40-60 5-7.5 mm
\Y% 50-75 4-6 mm

E 60-80 3.75-5 mm
w 75-110 2.7-4 mm

D 110-170 1.8-2.7 mm
G 140-220 1.4-2.1 mm
Y 220-325 0.9-1.4 mm
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There is a fundamental difference between circuits that
operate at frequencies whose corresponding wavelengths
are less than the maximum circuit dimension and those
that are large compared to the carrier wavelength. The
effect is closely related to the concept of impedance. As
was mentioned above, in the wire antenna, the voltage
and current reinforce each other and thereby travel on
the antenna as waves. The same effect takes place in a
circuit. At any point along the path (line) in a circuit,
one defines the ratio of voltage at one frequency to the
current at the same frequency as the impedance at that
frequency. For a sinusoidal waveform, if the impedance
tends to preserve the phase relationship (where the wave
peaks lie, relatively), then we say that the impedance
is resistive. If the impedance tends to drive the voltage
peaks forward with respect to the current peaks, we
say that the impedance is capacitive; in the opposite
case we say that the impedance is inductive. In a small
circuit (small compared to a wavelength), one generally
tries to carefully design passive components —resistors,
capacitors, and inductors — so that they exhibit large local
impedance, that is, large impedance within their physical
dimensions. When the circuit is small, one would like to
control the phase and amplitude of the wave at discrete
points by using lumped elements and thereby minimizing
line effects. The lines (wires) between the components
have little or no effect on the electromagnetic disturbances
passing through the circuit, then, as the impedances in
the wires are small and reasonably independent of their
lengths. When the circuit is large, the lines themselves
effectively become circuit elements, and they themselves
must be carefully designed in order to exhibit the proper
impedances. To illustrate, consider the parallel-plate
capacitor of Fig.4. The capacitance is maximized by
maximizing the permittivity ¢ (a material parameter equal
to the ratio of electrical displacement to applied electric
field) and area A while minimizing the plate spacing d.
However, the fact that the capacitance depends on the
plate spacing d is the important point here. Consider
the circuit of Fig.5 as an example. The only ground
in the figure is the one on the battery, but the wires
connecting the circuit elements together in essence form
at each point a capacitor, with a point on the wire that is
carrying charge as the upper plate and the ground as the

Area A
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Figure 4. Schematic depiction of a parallel-plate capacitor in
which the flow of a current will tend to change the upper plate,
causing a voltage difference between upper and lower plates. The
capacitance is defined as the ratio of the amount of change of the
upper plate to the magnitude of the voltage this change induces
between the plates.
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Figure 5. A circuit with lumped elements connected by wire
segments.

lower. This capacitance changes as a function of position
along the wire. For a small enough circuit (relative to the
wavelength of the highest frequency carried by the circuit),
the effect is not too important, as the wire—ground pair
has small capacitance and the position-varying effect is
small. For a large circuit, the effect is disastrous, as we
shall consider below. The effect is identical to the effect of
Fresnel coefficients in optics.

Consider the circuit of Fig. 6. We will now discuss what
happens when impedances are not carefully controlled.
This leads to the concept of impedance matching. Let
us first say that the circuit is short (compared to a
wavelength). If the load resistor, Ry, is not matched to
(i.e., is not equal to, or, one could say, not impedance-
matched to) the resistance of the source, Rg, some amount
of reflection will occur at Ry, propagate back to Rs, be
reflected with a reversal of sign at Ry, propagate back
to Ry, and so on. The reflections add up perfectly out of
phase (i.e., simply subtract from one another) at the source
and load, and the amount of power supplied to the load
is less than optimal. In this limit of a small circuit, it is
as if the load will not allow the source to supply as much
power as it is capable of. Let us now say that the line is
“well designed” but long compared to the wavelength used.
Then the same argument applies to the reflections, but in
this case the source does not know that the load is there
until several wave periods have passed (several maxima
and minima of the waveform have left the source), so the
source supplies all the power it can. The power, though, is
not allowed to be fully absorbed by the load, and some of it
will rattle around the line until it is radiated or absorbed.
As we mentioned above, in a long enough circuit the wire
itself becomes a distributed element—that is, one with
an impedance of its own. If the distance to the nearest
ground is not kept fixed along the line, the inductance
and capacitance become dependent on the position. In this
case, we have distributed reflections all along the line

~) Sn

Figure 6. A circuit in which one is trying to supply power from
a source with internal resistance Rg to a load with resistance Ry,.
The power transfer is maximized only when Rg and Ry, are equal,
in which case half the power supplied by the source is supplied to
the load, the other half being dissipated in the source and causing
it to heat.

Inner
conductor

Outer conductor

(ground potential)
Figure 7. A coaxial cable in which signals are carried on an inner
conductor and in which the grounded outer conductor serves to
carry the ground plane along with the signal in order to give a
constant impedance along the line.

and the circuit will probably not work at all. This spatial
variability of the line impedance is remediable, though, as
illustrated by the drawing of a coaxial cable in Fig. 7. The
ideais that, if the line brings along its own ground plane in
the form of a grounded outer conductor, the characteristic
impedance of the line can be kept constant with distance.
Such a line, which carries its own ground plane, is called a
transmission line. The problem becomes the connection of
the line to the source and load (i.e., impedance matching).

Before going on to discuss the conventional solution
versus the new active-antenna solution, perhaps we should
summarize a bit. In AM, shortwave, and FM applications,
the wavelengths are of order greater than meters. If
one considers typical receivers, the whole circuit will
generally be small compared to the carrier wavelength.
This is also to say that in all of these cases, the antennas
will be active in the sense that the antenna presents an
impedance to the circuit. (Recall that an active antenna
is any antenna in which an active element lies within a
wavelength of the antenna and is used as an element to
match the antenna impedance to the decoder impedance.)
To passively match an antenna to the receiver circuit, one
needs pieces of line comparable to a wavelength. However,
from here on we shall not be interested in the low-
frequency case but rather in the well-above-1-GHz case,
as AM, FM, and TV technologies are mature technologies.
During World War II, radar was the application that
drove the frequencies above 1 GHz (wavelength less than
30 cm). In a radar, one sends out a pulse and, from
the returned, scattered wave, tries to infer as much as
possible about the target. Target resolution is inversely
proportional to wavelength. There has been a constant
drive to shorten wavelength. Therefore as is indicated
by Table 1, bands have been allocated out to hundreds
of gigahertz. Presently, however, there are a plethora
of nonmilitary drivers for pushing to higher-frequency
communication systems that are compact and have lower
power dissipation. However, the conventional solution,
which was developed originally for radars, is really not
conducive to compactness or to the pressures of cost
minimization of the commercial market.

A typical conventional transmitter is schematically
depicted in Fig. 8. A main concept here is that the
transmission lines and matching networks are being
used to isolate the oscillator from the amplifier and the
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Figure 8. Schematic of a conventional RF microwave transmitter
in which each individual element of the transmitter is matched
to each other element.

amplifier from the antenna, in contrast to the situation
in an active antenna. There were a number of reasons
why the conventional solution took on the form it did.
Among them was the urgency of World War II. Radar
was developed rapidly in both Great Britain and the
United States in the 1930s and 1940s. Rapid development
required numerous researchers working in parallel. When
operating frequencies exceeded 1 GHz (corresponding to
30 cm wavelengths), passive matching networks, whose
main requirement is that they must consist of lines of
lengths comparable to a wavelength, became convenient
to construct (in terms of size) for ground-based radar.
In this case, then, the oscillators could be optimized
independently of the amplifiers, which in turn could
be optimized independently of the antennas and the
receiver elements. The impedances of the individual pieces
didn’t matter, as the matching networks could be used
to effectively transform the effective impedances looking
into an element into something completely different for
purposes of matching pieces of the network to each
other. There are costs associated with such a solution,
though, such as total system size as well as the
tolerances that components must satisfy. However, once
the technique was in place, the industry standardized on
the conventional solution and perfected it to the point
where it was hard to challenge. The reemergence of the
active solution owes itself to two independent technologies,
the emergence of high-frequency solid-state devices and
the development of planar circuit and planar antenna
technology.

A single frequency of electromagnetic energy must be
generated in a so-called oscillator —that is, a circuit that
converts DC electrical power to AC electromagnetic power
at the proper frequency. The basic operation of an oscillator
can be described with respect to Fig. 9. What is shown here
schematically is an amplifier in which a portion b(<1) of
the output is fed back to the input with either a plus or
a minus sign. When the feedback is off (b = 0), then the
signal out will be just G times the input. When the feedback
is negative, the output will be less than G times the input.
However, in the negative-feedback mode, the stability to
noise increases, since fluctuations will be damped. That is,
if the output fluctuates up, this lowers the effective input,
whereas if the output fluctuates down, the output is driven
up. The opposite is true in the positive-feedback case. In
the positive-feedback case, if there were no fluctuations,
any input would cause the output to increase until all of
the DC power in as well as all the input signal showed
up at the output. (This is all the power that can show
up at the output. Such behavior is typical of unstable
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Figure 9. Schematic depiction of a feedback system that can
operate as an oscillator when G is greater than 1, the feedback
is positive, and there is a delay in feeding back the output to the
input.

operation.) This would not be such an interesting case;
however, there are always fluctuations of the input, and
the positive feedback will cause these to grow. If there is a
delay from output to input, then fluctuations with a period
corresponding to this delay will be favored, as a rise in the
input will show up as a rise in the output one period later,
and all the DC power in will be rapidly converted to power
out at this magic frequency.

A real circuit operates a bit more interestingly than our
ideal one. In a real circuit, as the fluctuations build up,
the gain is affected and some elements absorb power, but
the oscillations still take place, although perhaps with a
different frequency and amplitude from what one would
have predicted from nondynamic measurements.

The transistor was first demonstrated in 1947, with
publication in 1948 [3], and the diode followed shortly [4].
Although the field-effect transistor (FET) was proposed in
1952 [5], it was not until the mid-1960s that the technology
had come far enough that it could be demonstrated [6]. The
FET (and variations thereof) is presently the workhorse
microwave three-terminal device. Two-terminal transfer
electron devices (TEDs) were used before the FET for
microwave applications and are still in use, but tend to
have a much lower wall plug efficiency (DC/AC conversion),
especially as the amplifying device of an oscillator. Radar
systems, however, were already in use in the late 1930s.
Essentially all of the microwave sources in radars up until
the 1970s operated on principles that required that the
source have physical dimensions larger than a wavelength,
and perhaps many wavelengths. This fact almost required
the conventional solution to be used. Transistors, though,
can have active areas with dimensions of micrometers;
even packaged hybrid devices can have complete packages
of dimensions smaller than a millimeter. The transistor
can therefore act as an amplifier with dimensions much
smaller than a wavelength and does not, therefore, need
to be placed in a conventional (passive) solution design.

The last piece of our story of the new active-antenna
era involves the development of printed-circuit technology,
along with slot and patch antennas. The two most common
planar “open waveguide” designs are microstrip line and
coplanar waveguide (CPW). Depictions of these waveguide
lines are given in Fig. 10. The idea behind the microstrip
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Figure 10. Views of (a) a microstrip and (b) a coplanar waveg-
uide line. In the microstrip, the ground plane is the lower
electrode, whereas in the coplanar waveguide the ground plane is
placed on the surface of the dielectric substrate.

line is to propagate electromagnetic energy along the lines
by confining the electric field between the upper signal
line and a lower ground plane. As the upper line carries
current, a magnetic field encircles the upper line. As power
flow takes place in a direction perpendicular to the electric
and magnetic fields, the power flow is mostly between the
signal line and the ground line in the dielectric. On a
low-frequency wire (a line whose transverse dimensions
are small compared to a wavelength), the voltage and
current waveforms reinforce each other. The coupling
of the electric and magnetic fields in the microstrip is
analogous to the coupling of voltage and current on the
Hertz antenna wire, except that the microstrip line can
be electrically long in the sense that the distance from
the signal line to the ground plane is kept constant so
that the impedance can be kept constant, as with the
earlier-discussed coaxial cable. Lines that carry along their
ground planes are generally referred to as transmission
lines. Components (i.e., capacitors and inductors) can be
built into the line by changing the width, cutting gaps into
the upper line, or putting slits in the ground plane. In
this sense, we can still describe transmission-line circuits
by conventional circuit theory if we use a special circuit
model for the line itself. The CPW line is quite similar to
the microstrip line except that there the ground planes
are on top of the dielectric slab. Either of these line
types is reasonably easy to fabricate, as one needs only to
buy a metal-coated dielectric plate and then pattern the
needed shapes by photographically defining the patterns
using a technique known as photolithography, a process
common to all present-day circuit fabrication. These
planar structures are quite compatible with transistor
technology, as is indicated by the simple transistor
oscillator circuit depicted in Fig. 11. The gap in the line
on the drain side is there in order to provide the proper
feedback for oscillation. In this case, the total oscillator
linear dimension can be less than a wavelength.

In order to have an active antenna, one needs to have
a radiating element—that is, a passive antenna element
in the active antenna. Certain antenna technologies are
compatible with microstrip and CPW technologies, and
the resulting antenna types are illustrated in Fig. 12. The
idea behind either of these antenna types is that the patch
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Figure 11. A simple transistor oscillator implemented in CPW
technology.

(@) 1 (b)

2
L7

Figure 12. A depiction of (a) a patch antenna in a microstrip line
and (b) a slot antenna in a CPW line.

(slit) is designed to have a transverse length that matches
the operating wavelength (as we discussed in conjunction
with Hertz dipole antennas). In the case of the patch,
the electric field points primarily from the patch to the
ground plane, as is illustrated in Fig. 13. The edges of the
transverse (to the input line) dimension will then have a
field pattern as sketched in Fig. 13a, and the longitudinal
edges will have a field pattern as sketched in Fig. 13b, with
a composite sketch given in Fig. 13c. The important part
of the sketches, however, is really the so-called fringing
fields in Fig. 13a—that is, the fields that point neither up
nor down but rather across. Beyond the longitudinal edges
of the patch are fields, in phase for the two edges, that are
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Figure 13. Illustration of the electric field directions along
(a) the nonradiating edge and (b) the radiating edge, and (c) a
schematic depiction of the edge fields around the patch.



normal to the surface. It is these fields (when combined
with transverse magnetic fringe fields in the same strips)
that give rise to the upward radiation. Similar arguments
describe the operation of the slit antenna if one exchanges
the electric and magnetic fields in the argument.

We have now introduced all of the pieces necessary to
describe the new resurgence in active antenna research.
A possible active-antenna design could appear as in
Fig. 14 [7], where the transistor is actually mounted right
into the patch antenna element, and therefore the design
can be quite compact; that is, the source plus oscillator
plus antenna can all be fitted into less than a wavelength.
The design of Fig. 14, which comes from R. Compton’s
group at Cornell [31,32], will be discussed further in the
next section.

There are a number of advantages to the use of active
antennas. One is that an active antenna can be made com-
pact. Compactness in itselfis advantageous, as throughout
the history of microelectronics, miniaturization has led to
lowered costs. There are two more advantages, though,
that relate to compactness. One is that the power-handling
capabilities of a device go down with increasing frequency.
We would therefore like to find ways to combine the power
from several devices. One can try to add together out-
puts from various oscillators in the circuit before feeding
them to the elements, but this goes back to the conven-
tional solution. A more advantageous design is to make
an array of antennas, with proper spacing relative to
the wavelength and antenna sizes, and add the power of
the locked oscillators in the array quasioptically in free
space. (In other words, optical radiation tends to radi-
ate into free space, whereas radiofrequency in microwave
radiation needs to be kept in guiding waveguides until
encroachment on radiating elements. Quasioptics uses the
principle of the optical interferometer to combine multi-
ple coherent microwave fields in free space.) The locking
requires that the oscillators talk to each other so that the
phases of all the array elements stay in a given relation.
As will be discussed in more detail in the next section,
however, an important problem at present in the active-
antenna field relates to keeping elements locked yet still
being able to modulate the output as well as steer the beam
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Figure 14. Depiction of the upper surface metallization of a
microstrip active patch antenna discussed in Ref. 7. The short
circuit on the gate together with the slit between gate and drain
provides the proper feedback delay to cause oscillation.
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in order to be able to electronically determine on output
direction. These issues will be discussed in Section 2 and
taken up in more detail in Section 3.

2. SOME QUANTITATIVE DISCUSSION OF ASPECTS OF
ACTIVE ANTENNAS

In order to be able to make calculations on active antennas,
it is important to know what level of approximation is
necessary in order to obtain results. An interesting point is
that, although the operating frequency of active antennas
is high, the circuit tends to be small in total extent relative
to the operating wavelength, and therefore the primary
design tool is circuit theory mixed with transmission-
line theory. These techniques are approximate, and a
most important point in working with high frequencies
is to know where a given technique is applicable. Exact
treatments of all effects, however, prove to be impossible
to carry out analytically. Numerical approaches tend to be
hard to interpret unless one has a framework to use. The
combined circuit transmission-line framework is the one
generally applied. When it begins to break down, one tends
to use numerical techniques to bootstrap it back to reality.
We will presently try to uncover the basic approximations
of transmission-line and circuit theory.

Maxwell’s equations are the basic defining equations for
all electromagnetic phenomena, and they are expressible
in mksA (meter-kilogram-second-ampere) units as [8]

V><E:—E
at
oD
VxH=J+ —
x MY
V-D=p
V-B=0

where E is the electric field vector, B is the magnetic
induction vector, H is the magnetic field vector, D is
the electric displacement vector, ¢ is the current density
vector, and p is the volume density of charge. An additional
important quantity is S, the Poynting vector, defined by
S=ExH
If one takes the divergence of S, one finds
V.S=V.(ExH)

If one assumes a free-space region
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which is therefore lossless
J=0

and charge-free
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(where ¢y is the permittivity of free space and ug is the
permeability of free space), one can use vector identities
and Maxwell’s equations to obtain

o 0
V.-S=—-——— -——H-H
2 at( E) 2 at( )
Integrating this equation throughout a volume V and
using Gauss’ theorem

/V-SdV:/S~dA

where dA is the differential area times the unit normal
pointing out of the surface of the volume V, one finds that

a
ot

m

/ S.dA = ——We
where W, is the electric energy density
&0
=— | E-EdV
5/
and W, is the magnetic energy density
W, = % / H-HdV

The interpretation of the above is that the amount of
S flowing out of V is the amount of change of the
energy within. One therefore associates energy flow with
S = E x H. This is important in describing energy flow in
wires as well as transmission lines and waveguides of all
types. As was first described by Heaviside [9], the energy
flow in a wire occurs not inside the wire but around it. That
is, as the wire is highly conductive, there is essentially no
field inside it except at the surface, where the outer layer
of oscillating charges have no outer shell to cancel their
effect. There is therefore a radial electric field emanating
from the surface of the wire, which combines with an
azimuthal magnetic field that rings the current flow to
yield an E x H surrounding the wire and pointing down
its axis.

It was Pocklington in 1897 [10], who made the formal
structure of the fields around a wire a bit more explicit and,
in the effort, also formed the basis for the approximation on
which most of circuit and transmission-line theory rests,
the quasistatic approximation. A simplified version of his
argument is as follows. Assume an x —y —z Cartesian
coordinate system where the axis of the wire is the z axis.
One then assumes that all of the field quantities fx, y, z,
t) vary as

f(x’va’ t) :f(x’y) COS(ﬁZ - a)t+¢)

If one assumes that the velocity of propagation of the
above-defined wave is ¢ = (uogo) /2, the speed of light,
then one can write that

ﬂ:

w
C

The assumption here that flx,y) is independent of z,
by substitution of the equation above into Maxwell’s

equations, can be shown to be equivalent to the assumption
that the transverse field components E,, E,, B, and B, all
satisfy relations of the form

< BIE,|

‘E
which is the crux of the quasistatic approximation. With
the preceding approximation, one finds that
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which is just the transverse, and therefore two-
dimensional, gradient operator. These equations are just
the electro- and magnetostatic equations for the transverse
fields, whereas the propagation equation above shows that
these static transverse field configurations are propagated
forward as if they corresponded to a plane wave field con-
figuration. If the magnetic field is caused by the current in
the wire, it rings the wire, whereas if the electric field is
static, it must appear to emanate from charges in the wire
and point outward at right angles to the magnetic field. If
this is true, then the Poynting vector S will point along the
direction of propagation and the theory is self-consistent,
if approximate.

If we wish to guide power, then the quasistatic
picture must come close to holding, as the Poynting
vector is in the right direction for guidance. The
more general approximate theory that comes from
Pocklington’s quasistatic approximation is generally called
transmission-line theory. To derive this theory, first
consider the two-wire transmission line of Fig. 15. If we are
to have something that we can actually call a transmission
line, then we would hope that we can find equiphase fronts
of the electromagnetic disturbance propagating in the gap
crossing the gap conductor and that we can find lines along
which the current flows on the current-carrying conductor.
Otherwise (if the equiphases closed on themselves and/or
we had eddies in the current), it would be hard to think of
the structure as any form of guiding structure. Let us say

Ground plane

Equiphase
lines

Z axis

V, Conductor 1

Figure 15. A sketch of a two-conductor transmission line where
some equipotentials and some current lines are drawn in, as
well as a volume V; with outward-pointing normal dA;. There
is also an outward-pointing normal dAg associated with the area
bounded by contour Cs.



we form an area in the gap with two walls of the four-sided
contour C; surrounding this area following equiphases an
infinitesimal distance dz from each other. We can then

write B
/VxE~dA1=—/aa—t-dA1

where dA; corresponds to an upward-pointing normal
from the enclosed area. One generally defines the
integral as

/B.dA1:¢

where ¢ is the magnetic flux. We often further define the
flux as the inductance of the structure times the current:

¢ =Li

The integral with the curl in it can be rewritten by Stokes’

theorem as
/V ><E-dA1:¢.E~dl
c1

where C; is the contour enclosing the area. If we define

v=/E~dl

on the two equiphase lines of the contour C;, where v
is an AC voltage (this is the main approximation in the
above, as it is only strictly true for truly static fields), then,
noting that v does not change along two of the boundaries
of the contour (because they are the infinitesimal walls
on constant-voltage plates) and making the other two
connecting lines infinitesimal, we note that the relation
between the curl of E and the magnetic field reduces to

a .
v(iz+dz)—v(z) = E(Ll)

where it has been tacitly assumed that geometric
deviations from rectilinearity are small enough that one
can approximately use Cartesian coordinates, which can
be rewritten in the form

0z ot
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where / is an inductance per unit length, which may vary
with longitudinal coordinate z if the line has longitudinal
variation of geometry. A similar manipulation can be done
with the second and third of Maxwell’s equations. Taking

V~(V><H)=V-J+%V-D

and noting that the divergence of a curl is zero,
substituting for V - D, we find

ap

V.-dJ =
+8t

0
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which is the equation of charge conservation. Integrating
this equation over a volume V; that encloses the current-
carrying conductor whose walls lie perpendicular to the
current lines gives

/V~JdV2=—%/pdV2

where the total change @, given by
Q= [ pdVy

is also sometimes defined in terms of capacitance C and
voltage v by
Q= Cv

Nothing that
/V-Jde =/J~dA2

where dA; is the outward-pointing normal to the boundary
of the volume V; and where one usually defines

i=/J~dA2

and letting the volume V have infinitesimal thickness, one
finds that

/J~dA2 =i(z+dz) —i(2)

Putting this together with the preceding, we find
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where ¢ is the capacitance per length of the structure,
and where longitudinal variations in line geometry will
lead to a longitudinal variation of c¢. The system of
partial differential equations for the voltage and current
have a circuit representation, as is schematically depicted
in Fig. 16a. One can verify this by writing Kirchhoff’s
laws for the nodes with v(z +dz) and v(z) using the
relations

]
v=I[—
ot
and
Jav
i=c—
ot

Figure 16b illustrates the circuit equivalent for a lossy
(and therefore dispersive) transmission line, where r
represents the resistance encountered by the current in
the metallization and where g represents any conductance
of the substrate material that might allow leakage to
ground. A major point of the diagram is that the structure
need not be uniform in order to have a transmission-line
representation, although one may find that irregularities
in the structure will lead to longitudinally varying
inductances and capacitances.
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(a) i)

V(Z) —= v(z+dz)
/ / /

A s

Yo

o

Figure 16. A circuit equivalent for (a) a lossless and (b) a lossy
transmission line. The actual stages should be infinitesimally
long, and the / and ¢ values can vary with distance down the
line. In reality, one can find closed-form solutions for the waves in
nominally constant / and ¢ segments and put them together with
boundary conditions.

The solution to the circuit equations will have a wave
nature and will exhibit propagation characteristics, which
we discussed previously. In a region with constant / and ¢,
one can take a z derivative of Eq. (1) and a ¢ derivative of
Eq. (2) and substitute to obtain

9%v 3%v

9z g =0

which is a wave equation with solutions
v(z,t) = vrcos(wt — Bz 4+ ¢¢) +vpcos(wt + Bz + )  (3)

where vr is the amplitude of a forward-going voltage wave,
vy is the amplitude of a backward-going voltage wave, and

%:«/l_c

Similarly, taking a ¢ derivative of Eq. (1) and a z derivative
of Eq. (2) and substituting gives

9% 8%

3z e =0

which will have a solution analogous to the one in Eq. (3)

above, but Wlth
U = \/Tlf
f C

/7.
Up = —1p
c

which indicates that we can make the identification that
the line phase velocity v, is given by

02 = Vi

and the line impedance Z is given by

Zo= /!

Oftentimes, we assume that we can write (the sinusoidal
steady-state representation)

v(z, t) = Relv(z)e™]
i(z,t) = Reli(z)¢™]

so that we can write

v -
g = —]a)ll
i} .

g = —JwCv

with solutions
v(z) = vfe‘jﬂz + vyl
i(z) = ire 7P — iyl

Let us say now that we terminate the line with a lumped
impedance Z; at location /. At the coordinate [, then, the
relations

Zin(l) = Ufefjﬂl + vbe/ﬂl

Zoi(l) = vfe’j’gl — vpel?!
hold, and from them we can find

Ur = %(Zl + Zo)l(l)e]ﬁl

vy = 3(Z — Zo)i(h)e 7

which gives
i) B2 i)
v(z) = 7[(Zl + Z0)e? 2+ (Z) — Zg)e P
. i) B —jpi—2)
i@) = ﬁ[(zl + Z0)e’ 2 — (Z) — Zg)e )]
0

allowing us to write that

_ v(iz—1) L +jZytan B(z — 1)
2E=0= o =Yg iz tan pz —1)

“)

This equation allows us to, in essence, move the load from
the plane [ to any other plane. This transformation can be
used to eliminate line segments and thereby use circuits
on them directly. However, note that line lengths at least
comparable to a wavelength are necessary in order to
significantly alter the impedance. At the plane z =/, then,
we can further note that the ratio of the reflected voltage
coefficient v, and the forward-going vy, which is the voltage
reflection coefficient, is given by

77
T Zi+Zy

and has the meaning of a Fresnel coefficient [8]. This is the
reflection we discussed in the last section, which causes
the difference between large and small circuit dimensions.

One could ask what the use was of going at some
length into Poynting vectors and transmission lines when



the discussion is about active antennas. The answer is
that any antenna system, at whatever frequency or of
whatever design, is a system for directing power from
one place to another. To direct power from one place to
another requires constantly keeping the Poynting vector
pointed in the right direction. As we can surmise from the
transmission-line derivation, line irregularities may cause
the Poynting vector to wobble (with attendant reflections
down the line due to attendant variations in the [ and
¢), but the picture must stay close to correct for power
to get from one end of the system to another. For this
reason, active antennas, even at very high frequencies
(hundreds of gigahertz), can still be discussed in terms of
transmission lines, impedances, and circuit equivalents,
although ever greater care must be used in applying these
concepts at increasingly higher frequencies.

The next piece of an active antenna that needs to
be discussed is the active element. Without too much
loss of generality, we will take our device to be a
field-effect transistor (FET). The FET as such was first
described by Shockley in 1952 [5], but the MESFET
(metal semiconductor FET), which is today’s workhorse
active device for microwave circuitry, was not realized
until 1965 [6], when gallium arsenide (GaAs) fabrication
techniques became workable albeit only as a laboratory
demonstration. [Although we will discuss the MESFET
in this section, it should be pointed out that the
silicon MOSFET (metal oxide semiconductor FET) is
the workhorse device of digital electronics and therefore
the most common of all electronic devices presently in
existence by a very large margin.] A top view of an FET
might appear as in Fig. 17. As is shown clearly in the
figure, an FET is a three-terminal device with gate, drain,
and source regions. A cross section of the active region
(i.e., where the gate is very narrow) might appear as
in Fig. 18. The basic idea is that the saturation-doped n
region causes current to flow through the ohmic contacts
from drain to source (i.e., electrons flow from source to
drain), but the current is controlled in magnitude by the
electric field generated by the reverse bias voltage applied
to the gate electrode. The situation is described in a bit
more detail in Fig. 19, where bias voltages are defined and
a typical I-V curve for DC operation is given. Typically
the bias is supplied by a circuit such as that of Fig. 20.
In what follows, we will simply assume that the biases
are properly applied and isolated, and we will consider
the AC operation. An AC circuit model is given in Fig. 21.
If one uses the proper number of circuit values, these
models can be quite accurate, but the values do vary from

3

Figure 17. Schematic depiction of a top view of the metallized
surface of an FET, where G denotes gate; D, drain; and S, source.
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Figure 18. Schematic depiction of the cross section of the active
region of a GaAs FET. Specific designs can vary significantly in
the field-effect family.
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Figure 19. (a) Circuit element diagram with voltages and
currents labeled for (b), where a typical I-V curve is depicted.
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© .

Figure 20. Typical FET circuit including the bias voltages vgs
and vy, as well as the AC voltages v; and v,, where the conductors
represent AC blocks and the capacitors, DC blocks.

device to device, even when the devices were fabricated
at the same time and on the same substrate. Usually, the
data sheet with a device, instead of specifying the circuit
parameters, will specify the parameters of the device S,
which are defined as in Fig. 22 and that can be measured
in a straightforward manner by a network analyzer. The
S parameters are defined by the equation

)-G s e
Vg Sa1 Sog V;
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Intrinsic ac model Ry
g

7 T
ng|__v d?gmv ?Rds Cds

Figure 21. Intrinsic model for a common-source FET with
external load and termination impedances and including gate
and drain resistive parasitics, where Z7 is the gate termination
impedance, R, is the gate (metallization) resistance, Cgs is the
gate-to-source capacitance, Cyq is the gate-to-drain capacitance,
gm 1is the channel transconductance, Rj; is the channel
(drain-to-source) resistance, Cy; is the channel capacitance, Ry is
the drain (metallization) resistance, and Zy, is the load impedance.

vieitz ——] - V3ol
Two-port network,
biased FET

S

vieh? = V2 e

Figure 22. Schematic depiction of an FET as a two-port device
that defines the quantities used in the S matrix of Eq. (5).

An important parameter of the circuit design is the
transfer function of the transistor circuit, which can be
defined as the ratio of v, to v; as defined in Fig. 21.
To simplify further analysis, we will ignore the package
parasitics R, and Ry in comparison with other circuit
parameters, and thereby we will carry out further analysis
on the circuit depicted in Fig. 23. The circuit can be solved
by writing a simultaneous system of equations for the two
nodal voltages v; and v,. These sinusoidal steady-state
equations become

UV; =V
. . Uo Uo
_]a)ng(va —0;) + 8mUi +jwCysv, + B + A =0
ds L
The system can be rewritten in the form

. 1 1 .
Vo | Jw(Cgq + Cas) + 5— + — | = vi(—8m +JjwCgq)
Ry,  Zp

which gives us our transfer function 7' in the form

T — v_o — —8m +ijgd
Ui

. 1 1
Jo(Cgq + Cgs) + }Tcls + Z_L

III
<
|
|
9}

&

X

&
0

"H <

Figure 23. Simplified transistor circuit used for analyzing rather
general amplifier and oscillator circuits, where the circuit
parameter definitions are as in Fig. 22.

Oftentimes we are interested in open-circuit parame-
ters —for example, the circuit transfer function when Z;,
is large compared to other parameters. We often call this
parameter G the open-circuit gain. We can write this
open-circuit gain in the form

G = E — _ngds +ijngds
Vi loc jw (ng + Cgs)Rds +1

It is useful to look at approximate forms. It is generally
true that

ng < Cdsa Cgs

and for usual operating frequencies it is also generally
true that

R
C()Cds < hvgs

Using both of these in our equations for 7' and G, we find

T — _ngds
1+

Zr

G= _ngds

Clearly, one sees that the loaded gain will be lower than
the unloaded gain, as we would expect. Making only the
first of our two approximations above, we can write the
above equations as

_mRs
T=$

ds

1 .
+Jjwtgs + ZL

— _ngds
1 +j6l)1'd5

where 74, is a time constant given by

1
fds = Cdsts
We see that, in this limit, the high-frequency gain is
damped. Also, an interesting observation is that, at some
frequency w, an inductive load could be used to cancel the
damping and obtain a purely real transfer function at that
frequency. This effect is the one that allows us to use the
transistor in an oscillator.

Let us now consider an oscillator circuit. The basic
idea is illustrated in the one-port diagram of Fig. 24.
The transistor’s gain, together with feedback to the input
loop through the capacitor C,q, can give the transistor
an effective negative input impedance, which can lead to
oscillation if the real and imaginary parts of the total
impedance (i.e., Zr in parallel with the Z; of the transistor
plus load) cancel. The idea is much like that illustrated in
Fig. 25 for a feedback network. One sees that the output
of the feedback network can be expressed as

v, = G(jw)[v; — H(jw)v,]
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1

Figure 24. Diagram depicting the transistor and its load as a
one-port device that, when matched to its termination so that
there is no real or imaginary part to the total circuit impedance,
will allow for oscillations.

v, G(jo) Vo

H(jo)

Figure 25. Depiction of a simple feedback network.

or, on rearranging terms

U, G(jw)

v; 1+ G(wH(jo)

which clearly will exhibit oscillation —that is, have an
output voltage without an applied input voltage — when

1
H(jw) = ————
U =" Gw)
What we need to do to see if we can achieve oscillation is
to investigate the input impedance of our transistor and
load seen as a one-port network. Clearly we can write the
input current of Fig. 23 as

i; = joCgv; 4 jwCeq(V; — V)

and then, using the full expression for T to express v, as a
function of v;, one finds

ii . . m jwC
Z; = U— =J0)Cgs -l—_]a)ng 1+ g J gi i
; (Cya + Cas) + = +
Jo(Cga + d)+Rds+ZL

which can be somewhat simplified to yield

. Ry,
ngds +1 +Jjotgs + _d
Zr

Zi :ja)CgS +j(1)ng Rd
1 +.jwrds + Z_
L

We can again invoke a limit in which w1z < 1 and then
write

ZL(l + ngds + Rds)
Rds + ZL

Z; = joCgs + jwCyq
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Perhaps the most interesting thing about this expression
is that if

ZL = ja) L
and
ngds > 1
then clearly
Ri <0

Whether X; can be made to match any termination is
another question, which we will take up in the next
paragraph.

As was mentioned earlier, generally the data sheet one
obtains with an FET has plots of the frequency dependence
of the S parameters rather than values for the equivalent-
circuit parameters. Oscillator analysis is therefore usually
carried out using a model of the circuit such as that
depicted in Fig. 26, where the transistor is represented
by its measured S matrix. The S matrix is defined as the
matrix of reflection and transmission coefficients. That
is to say, with reference to the figure, S;; would be the
complex ratio of the field reflected from the device divided
by the field incident on the device. Ss; would be the field
transmitted from the device divided by the field incident
on the device. S;2 would be the field incident from the
load side of the device divided by the power incident on
the device, and Ss; would be the power reflected from the
load side of the device divided by the power incident on the
device. For example, if there is only an input from Zr, then

I =8n
If there is only an input from Z;, then
[, =Sg

The condition for oscillation in such a system can be
expressed in either of the forms

Mr=1

or
=1

where the I's are defined in the caption of Fig. 26. If both
Z7 and Z;, were passive loads —that is, loads consisting of

rr T, r, T,

Figure 26. Schematic depiction of an oscillator circuit in which
the transistor is represented by its S matrix and calculation is
done in terms of reflection coefficients 'y looking into the gate
termination, I'; looking into the gate source port of the transistor,
I, looking into its drain source port, and I'z, looking into the load
impedance.
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resistance, inductance, and capacitance —then we would
have that

IIrl <1
Izl <1

and the conditions for unconditional stability (nonoscilla-
tion at any frequency) would be that

;| <1
ITo| <1

Clearly, we can express I'; and I', as series of reflections
such that

[y =S +S12ILS21 + S12T1S22 'Sy
+ 8127182218221, So1 + - - -

[y = So2 +Sa1T7S12 + So1I'rS1:1T'rS12
+ 821 TSt l'rS1l'rS12 + - -

Using the fact that

we can reexpress the I's as

S12821T

=8 —_—
ut 1—SolL
S128a1'r

r,=8 _—
22 + 1—Sulr

If we denote the determinant of the S matrix by
A = 811822 — 512821
and define a transistor parameter « by

_ 1— 181112 = 1Sa2l? + A2
2|812821|

then some tedious algebra leads to the result that stability
requires

K>1

A<l

At frequencies where the above are not satisfied, oscillation
can occur if the load and termination impedances, Z;, and
Zr respectively, are chosen properly. Oscillator design
is discussed in various texts [11-14]. Generally, though,
oscillator design involves finding instability points and not
predicting the dynamics once oscillation is achieved. Here
we are discussing only oscillators that are self-damping.
External circuits can be used to damp the behavior of an
oscillator, but here we are discussing only those that damp
themselves independent of an external circuit. The next
paragraph will discuss these dynamics.

If a transistor circuit is designed to be unstable, then,
as soon as the DC bias is raised to a level where the circuit
achieves the set of unstable values, the circuit’s output
within the range of unstable frequencies rises rapidly and
dramatically. The values that we took in the equivalent
AC circuit, though, were small-signal parameters. As the
circuit output increases, the signal will eventually no
longer be small. The major thing that changes in this limit
is that the input resistance to the transistor saturates, so
that [14]

R, =—-R;y + mv?

where the plus sign on the nonlinearity is necessary,
for if it were negative, the transistor would burn up or
else burn up the power supply. Generally, m has to be
determined empirically, as nonlinear circuit models have
parameters that vary significantly from device to device.
For definiteness, let us assume that the Z; is resistive and
the Z;, is purely inductive. At the oscillation frequency, the
internal capacitance of the transistor then should cancel
the load inductance, but to consider dynamics we need
to put in both C and L, as dynamics take place in the
time domain. The dynamic circuit to consider is then as
depicted in Fig. 27. The loop equation for this circuit in
the time domain is

o1 1
L—+@® +Rp)i+—=[idt=0
8t+( + T)L+C/l

Recalling the equivalent circuit of Fig. 23 and recall-
ing that
Cgs > ng

we see that, approximately at any rate, we should have a
relation between v; and i; of the form

8Ui

.i =C, S Th,

= ey

Using this i — v relation above, we find that
az_v_Ri_RT 1_ mv® 3_U+L:0
ot? L R, — Ry ) ot LC

which we can rewrite in terms of other parameters as

2
v 9 9.0V 9

W—s(l—y v )54_@0”_ 0

which is the form of Van der Pol’s equation [15,16], which

describes the behavior of essentially any oscillator.

o 1
A —]
R;
Ry v, L

Figure 27. Circuit used to determine the dynamical behavior of
a transistor oscillator.



Now that we have discussed planar circuits and
dynamical elements that we can put into theory, the time
has arrived to discuss planar antenna structures. Perhaps
the best way to gain understanding of the operation of
a patch antenna is by considering a cavity resonator
model of one. A good review of microstrip antennas is
given in Carver and Mink [17] and is reprinted in Pozar
and Schaubert [18]. Let us consider a patch antenna and
coordinate system as is illustrated in Fig. 28. The basic
idea behind the cavity model is to consider the region
between the patch and ground plane as a resonator.
To do this, we need to apply some moderately crude
approximate boundary conditions. We will assume that
there is only a z-directed electric field underneath the
patch and that this field achieves maxima on the edges
(open-circuit boundary condition). The magnetic field H
will be assumed to have both x and y components, and
its tangential components on the edges will be zero. (This
boundary condition is the one consistent with the open-
circuit condition on the electric field and becomes exact
as the thickness of the layer approaches zero, as there
can be no component of current normal to the edge at
the edge, and it is the normal component of the current
that generates the transverse H field.) The electric field
satisfying the open-circuit condition can be seen to be
given by the modes

e e Xmn cosk,xcosk
= A X my
where
nmw
k,=—
a
mm
fn = 5~

1, m=0 and n=0
V2, m=0 or n=0
2, m#0 and n#0

The H field corresponding to the E field then will consist
of modes

1 . . . .
mn = —— S ek cos kyx sink,,y — é,k, sin k,x cos ky)
Jou eabt

1

Dielectric
constant €

Figure 28. A patch antenna and Cartesian coordinate system.
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As can be gathered from Fig. 13, the primary radiation
mode is the mode withm = 1and n = 0.

The basic operation is described by the fact that the
boundary conditions are not quite exact. Recall from the
earlier argument that accompanied Fig. 13 that the z-
directed field gives rise to a fringe field at the edges
y =0 and y = b such that there are strips of y-directed
electric field around y < 0 andy > b. Because the boundary
conditions are not quite correct on H, there will also be
strips of x-directed magnetic fields in these regions. As
the Poynting vector is given by E x H, we note that these
strips will give rise to a z-directed Poynting vector. Similar
arguments can be applied to the edges at x = 0 and x = a.
However, the x-directed field at x <0 has a change of
sign at the center of the edge and is pointwise oppositely
directed to the x-directed electric field at x = 0. These
fields, therefore, only give rise to very weak radiation,
as there is significant cancellation. Analysis of the slot
antenna requires only that we interchange the E and H
fields.

The picture of the patch antenna as two radiating strips
allows us to represent it with a transmission line as well
as a circuit model. The original idea is due to Munson [19].
The transmission-line model is depicted in Fig. 29. The
idea is that one feeds onto an edge with an admittance
(inverse impedance) G; +jB; and then propagates to a
second edge with admittance G2 + jB>. When the circuit is
resonant, then the length of transmission line will simply
complex-conjugate the given load [see Eq. (4)], leading to
the circuit representation of Fig. 29b. The slot admittance
used by Munson [19] was just that derived for radiation
from a slit in a waveguide [20] as

Gr+jB1 = 2 (1 - j0.636 In kot)
MoZo

where Z, is the impedance of free space (/uo/eo =
377 ), o is the free-space wavelength, and k¢ is the
free-space propagation vector, and where ¢ and ¢ are
defined as in Fig. 28. When the edges are identical (as
for a rectangular patch), one can write

G2 +jBy = G1 +jB;

@ ——

Vi Gj +jB; Gy +JB,

O

(b) ©
Vi G1 + jB1 Gz - j52

o

Figure 29. (a) A transmission-line model for a patch antenna,
and (b) its circuital equivalent as resonance.
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to obtain the input impedance in the form

We have now considered all of the pieces, and therefore
it is time to consider a couple of actual active antenna
designs. Figure 30 depicts one of the early designs from
Kai Chang’s group at Texas A&M [21]. Essentially, the
patch here is being used precisely as the feedback element
of an amplifier circuit (as was described in connection with
Fig. 9). A more compact design is that of Fig. 14 [7]. There,
the transistor is actually mounted directly into the patch
antenna. The slit between the gate and the drain yields
a capacitive feedback element such that the effective AC
circuit equivalent of this antenna may appear as depicted
in Fig. 31. The capacitor—inductor pair attached to the
gate lead forms what is often referred to as a tank circuit,
which (if the load were purely real) defines a natural
frequency through the relation

_ /1
Y=VLc

As was discussed at some length in Section 1 of this
article, a major argument for the use of active antennas
is that they are sufficiently compact that they can be
arrayed together. Arraying is an important method for
free-space power combining, which is necessary because
as the frequency increases, the power-handling capability
of active devices decreases. However, element size also
decreases with increasing frequency so that use of multiple
coherently combined elements can allow one to fix the

Feedback
patch

FET

Gate Drain

Figure 30. A design of a microstrip active radiating element.

Cait = D

: 2]

Figure 31. AC circuit equivalent of the active antenna of Fig. 14.

total array size and power more or less independently
of frequency, even though the number of active elements
to combine increases. In the next paragraph, we shall
consider some of the basics of arrays.

Consider a linear array such as is depicted in Fig. 32.
Now let us say that the elements are nominally identical
apart from phases that are set by the array operator at
each of the elements. The complex electric field far from the
nth element due to only the nth element is then given by

E, = E,e"

where E, is the electric field of a single element. To find out
what is radiated in the direction 6 due to the whole array,
we need to sum the fields from all of the radiators, giving
each radiator the proper phase delay. Each element will
get a progressive phase shift kd sinf due to its position
(see Fig. 32), where £ is the free-space propagation factor,
given by

k="
A

where A is the free-space wavelength. With this, we can
write for the total field radiated into the direction 6 due to
all n elements

N-1
Et(0) — Ee Ze—inkdsin96i¢n

n=0

The sum is generally referred to as the array factor. The
intensity, then, in the 6 direction is

N-1 2

Z e—iknd siné)eiqbn

n=0

It(e) = Ie

One notes immediately that, if one sets the phases ¢, to
¢, = nkdsin@

then the intensity in the # direction is N? times the
intensity due to a single element. This is the effect of
coherent addition. One gets a power increase of N plus a
directivity increase of N. To illustrate, let us consider the

[ x
3T

®o #1 ®2 ¢3 [ ¢s ON-1
x=0 x=d x=2d x=3d x=4d x=5d x=Nd

Figure 32. Depiction of a linear array of N identical radiating
elements.



broadside case where we take all the ¢, to be zero. In this
case, we can write the array factor in the form

2
N-1 1 _ o—iNkdsino 2
§ :e—indsinél _
- 1— e—ikdsine
n=0

which in turn can be written as
kd
sin? (N o> sin 0)

sin® (% sin 9)

which is plotted in Fig. 33. Several interesting things can
be noted from the expression and plots. For kd less than
7, there is only one central lobe in the pattern. Also,
the pattern becomes ever more directed with increasing
N. This is called the directivity effect. If the array has a
power-combining efficiency of 100% (which we have built
into our equations by ignoring actual couplings, etc.), then
the total power radiated can be only N times that of a
single element. However, it is radiated into a lobe that is
only 1/N times as wide as that of a single element.

If we are to realize array gain, however, we need to be
certain that the array elements are identical in frequency
and have fixed phase relations in time. This can take
place only if the elements are locked together. The idea of
locking is probably best understood in relation to the Van
der Pol equation [16], with an injected term, such that

AF = (6)

a2 L

3%v Ry —Rrp 1 muv? av
R, — Ry

+ wiv = A cos wit
ot ° '

where R;, is the input resistance of the transistor circuit
as seen looking into the gate source port and R is the
external termination resistor placed between the gate and
common source. In the absence of the locking term, one
can see that oscillation will take place with a primary

(@) AF (b)

kd=2m

/\/\/\/\j 'AVAN

P kd=n/2
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frequency (and some harmonics) at angular frequency wy
with amplitude \/R;o — Rr/m such that

Ro—R
v(t) ~ | 2T

€oSs wol

Without being too quantitative, one can say that, if o; is
close enough to wy and A is large enough, the oscillation
will lock to w; in frequency and phase. If w; is not quite
close enough and A not quite big enough (how big A needs
to be is a function of how close w; is), then the oscillation
frequency wy will be shifted so that

v(t) = Ag cosl(wg + Aw)t + ¢l

where Aw and ¢ are functions of w; and A. These ideas
are discussed in a number of places including Refs. 1, 15,
16, 22, 23, and 24. In order for our array to operate in a
coherent mode, the elements must be truly locked. This
locking can occur through mutual coupling or through the
injection of an external signal to each of the elements.

Ideally, we would like to be able to steer the locked
beam. A number of techniques for doing this are presently
under investigation. Much of the thinking stems from the
work Stephan [25-28] and Vaughan and Compton [28a].
One of the ideas brought out in these works was that,
if the array were mutually locked and one were to try
to inject one of the elements with a given phase, all the
elements would lock to that phase. However, if one were
to inject two elements at the locked frequency but with
different phases, then the other elements would have to
adjust themselves to these phases. In particular, if one
had a locked linear array and one were to inject the two
end elements with phases differing by ¢, then the other
elements would share the phase shift equally so that there
would be a linear phase taper of magnitude ¢ uniformly
distributed along the array.

A different technique was developed by York [29,30],
based on work he began when working with Comp-
ton [31,32]. In this technique, instead of injecting the

Figure 33. Plots of the array factor of Eq. (6),
where (@) N =1, (b) N =5 and kd = n/2, 7,
and 27, and (¢) N = 10 and kd = 7.
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end elements with the locked frequency and different
phase, one injects with wrong frequencies. If the ampli-
tudes of these injected frequencies are set to values that
are not strong enough to lock the elements to this wrong
frequency, then the elements will retain their locked fre-
quencies but will undergo phase shifts from the injected
signal. If the elements of the array are locked because of
mutual feedback, trying to inject either end of the array
with wrong frequencies will then tend to give the elements
a linear taper—that is, one in which the phase varies
linearly with distance down the array —with much the
same result as in the technique of Stephan. This will just
linearly steer the main lobe of the array off broadside
and to a new direction. Such linear scanning is what is
needed for many commercial applications such as tracking
or transmitting with minimum power to a given location.
Another technique, which again uses locking-type
ideas, is that of changing the biases on each of the array’s
active devices [33—35]. Changing the bias of a transistor
will alter the wy at which the active antenna wants to
oscillate. For an element locked to another frequency,
then, changing the bias will just change the phase. In this
way one can individually set the phase on each element.
There are still a couple of problems with this approach (as
with all the others so far, which is why this area is still
one of active research). One is that addressing each bias
line represents a great increase in the complexity that we
were trying to minimize by using an active antenna. The
other is that the maximum phase shift obtainable with
this technique is &7 from one end of the array to the other
(a limitation that is shared by the phase-shifts-at-the-ends
technique). In many phased-array applications, of which
electronic warfare is a typical one, one wants to have true
time delay, which means that one would like to have as
much as a 7 phase shift between adjacent elements. I do
not think that the frequency shifting technique can achieve
this either. Work, however, continues in this exciting area.

3. APPLICATIONS OF AND PROSPECTS FOR ACTIVE
ANTENNAS

Perhaps the earliest application of the active antenna
concept (following that of Hertz) was aimed at solving the
small-antenna problem. As we recall, an antenna can be
modeled (roughly) by a series RLC network, where the R
represents the radiation resistance. The input impedance
of such a combination is given by

1= w?/w? + joRC
B JoC

Z;
and so we see that, when the operation frequency w is well

below the resonant frequency

1
VLC

wo =

and the reciprocal of the RC time constant

= RC

then the antenna appears as a capacitor and radiates
quite inefficiently. The problem of reception is similar.
Apparently already in 1928 Westinghouse had a mobile
antenna receiver that used a pentode as an inductive
loading element in order to boost the amount of low-
frequency radiation that could be converted to circuit
current. In 1974, two works discussed transistor-based
solutions to the short aerial problem [36,37]. In Ref. 37,
the load circuit appeared as in Fig. 34. The idea was to
generate an inductive load whose impedance varied with
frequency, unlike a regular inductor, but so as to in crease
the antenna bandwidth. The circuit’s operation is not
intuitively obvious. I think that it is possible that most
AM, shortwave, and FM receivers employ some short-
antenna solution regardless of whether the actual circuit
designers were aware that they were employing active
antenna techniques.

Another set of applications where active devices are
essentially used as loading elements is in the >100-GHz
regime. Reviews of progress in this regime are given
in Refs.1 and 38. To date, most work at frequencies
greater than 100 GHz has involved radioastronomical
receivers. A problem at such frequencies is a lack
of components, including circuit elements so basic as
waveguides. Microstrip guides already start having
extramode problems at Ku band. Coplanar waveguides
can go higher, although to date, rectangular metallic
waveguides are the preferred guiding structures past
about 60 GHz. In W band (normally narrowband, about
94 GHz —see Table 1), there are components, as around
94 GHz there is an atmospheric window of low propagation
loss. However, waveguide tolerances, which must be a
small percentage of the wavelength, are already severe in
W band, where the wavelength is roughly 3 mm. Higher
frequencies have to be handled in free space or, as one
says, quasioptically. Receivers must therefore by nature be
downconverting in this >100-GHz regime. Indeed, these
types of solutions are the ones being demonstrated by
the group at Michigan [38], where receivers will contain
multipliers and downconverting mixers right in the
antenna elements in order that CPW can be used to carry
the downconverted signals to the processing electronics.
Millimeter-wave-terahertz radioastronomy seems to be a
prime niche for quasioptical active-antenna solutions.

Antenna

14

Q

Amplifier

Figure 34. A circuit taken from Ref. 37 in which a transistor
circuit is used to load a short antenna. Analysis shows that,
in the frequency regime of interest, the loading circuit appears,

when looking toward the antenna from the amplifier terminals,
to cancel the strongly capacitive load of the short antenna.



The first applications of active antennas where solid-
state components were used as gain elements were
primarily for power boosting [39—44]. Power combining
(see reviews in Refs. 45 and 46) can be hard to achieve.
There is a theorem that grew out of the early days
of radiometry and radiative transfer (in the 1800s),
known variously as the brightness theorem, the Lagrange
invariant, or (later) the second law of thermodynamics.
(See, e.g., Ref. 8, Chap. 5.) The theorem essentially states
that one cannot increase the brightness of a source by
passive means. This theorem practically means that, if one
tries to combine two nominally identical sources by taking
their outputs, launching them into waveguides, and then
bringing the two waveguides together in a Y junction into
a single waveguide, the power in the output guide, if the
output guide is no larger than either of the input guides,
can be no greater than that of either of the nominally
identical sources. This seems to preclude any form of
power combining. There is a bit of a trick here, though.
At the time the brightness theorem was first formulated,
there were no coherent radiation sources. If one takes the
output of a coherent radiation source, splits it in two, and
adds it back together in phase, then the brightness, which
was halved, can be restored. If two sources are locked,
they are essentially one source. (As P. A. M. Dirac said, a
photon only interferes with itself. Indeed, the quantum-
mechanical meaning of locking is that the locked sources
are sharing a wavefunction.) Therefore, locked sources can
be coherently added if they are properly phased. We will
take this up again in a following paragraph.

An alternative to power combining that obviates the
need for locking and precise phase control is amplification
of the signal from a single source at each element. By
1960, solid-state technology had come far enough that
antennas integrated with diodes and transistors could be
demonstrated. The technology was to remain a laboratory
curiosity until the 1980s, when further improvements in
microwave devices were to render it more practical. More
recent research, however, has been more concentrated on
the coherent power combining of self-oscillator elements.
This is not to say that the element-mounted amplifier may
not still be of practical use. The main research issue at
present, though, is the limited power available from a
single active element at millimeter-wave frequencies.

Another application area is that of proximity detec-
tion [47]. The idea is that an oscillator in an antenna
element can be very sensitive to its nearby (several wave-
lengths) environment. As was discussed previously, vari-
ation in distances to ground planes changes impedances.
The proximity of any metal object will, to some extent,
cause the oscillator to be aware of another ground plane
in parallel with the one in the circuit. This will change the
impedance that the oscillator sees and thereby steer the
oscillator frequency. The active antenna of Ref. 47 oper-
ated as a self-oscillating mixer. That is, the active element
used the antenna as a load, whereas the antenna also
used a diode mixer between itself and a low-frequency
external circuit. The antenna acted as both a transmitting
and a receiving antenna. If there were something moving
near the antenna, the signal reflected off the object and
rereceived might well be at a different frequency than the
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shifting oscillator frequency. These two frequencies would
then beat in the mixer, be downconverted, and show up
as a low-frequency beat note in the external circuit. If
such a composite device were to be used in a controlled
environment, one could calibrate the output to determine
what is occurring. Navarro and Chang [1, p. 130] mention
such applications as automatic door openers and burglar
alarms. The original paper [47] seemed to have a different
application in mind, as the term Doppler sensor was in
the title. If one were to carefully control the immediate
environment of the self-oscillating mixer, then reflections
off more distant objects that were received by the antenna
would beat with the stable frequency of the oscillator.
The resulting beat note of the signals would then be the
Doppler shift of the outgoing signal on reflection off the
surface of the moving object, and from it one could deter-
mine the normal component of the object’s velocity. It is
my understanding that some low-cost radars operate on
such a principle. As with other applications, though, the
active-antenna principle, if only due to size constraints,
becomes even more appealing at millimeter-wave frequen-
cies, and at such frequencies power constraints favor use
of arrays.

An older antenna field that seems to be going
through an active renaissance is that of retroreflection.
A retroreflector is a device that, when illuminated from
any arbitrary direction, will return a signal directly
back to the source. Clearly, retroreflectors are useful
for return calibration as well as for various tracking
purposes. An archetypical passive retroreflector is a corner
cube. Another form of passive reflector is a Van Atta
array [48]. Such an array uses wires to interconnect
the array elements so that the phase progression of
the incident signal is conjugated and thereby returned
in the direction of the source. As was pointed out by
Friis already in the 1930s, though, phase conjugation is
carried out in any mixer in which the local oscillator
frequency exceeds the signal frequency [49]. (A phase
conjugate signal is one that takes on negative values at
each phase point on the incoming wave.) This principle
was already being exploited in 1963 for implementing
retroreflection [50]. This work did not catch on, perhaps
for technical reasons. A review in 1994 [51] and designs for
such arrays were demonstrated and presented at the 1995
International Microwave Symposium [52,53]. Although
both demonstrations used transistors and patch-type
elements, both also employed circulators for isolation and
therefore were not actually active array demonstrations. It
would seem that retroreflection should motivate an active
self-oscillating mixer solution, which will perhaps appear
in the future.

As was mentioned earlier in this article, a quite
important application area for active antennas is free-
space power combining. As was pointed out then, a
number of groups are working on developing compact
elements such as those of Fig. 14 [7] and Fig. 30 [21]. As
was also mentioned previously, in order to do coherent
power combining, the elements must be locked. In designs
where the elements are spatially packed tightly enough,
proximity can lead to strong enough nearest-neighbor
coupling so that the array will lock to a common frequency
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and phase. Closeness of elements is also desirable in that
arrays with less than /2 spacing will have no sidelobes
sapping power from the central array beam. In designs
that do not self-lock, one can inject a locking signal either
on bias lines or spatially from a horn to try to lock
to all elements simultaneously. Of course, the ultimate
application would be for a high-bandwidth, steerable, low-
cost transceiver.

Another method of carrying out power combining is
to use the so-called grid oscillator [54,55]. The actual
structure of a grid appears in Fig. 35. The operating
principle of the grid is quite a bit different from that
of the arrays of weakly coupled individual elements. Note
that there is no ground plane at all on the back, and there
is no ground plane either, per se, on the front side. Direct
optical measurements of the potentials on the various lines
of the grid [56], however, show that the source bias lines
act somewhat like AC grounds. In this sense, either a drain
bias line together with the two closest source biases, or a
gate bias line together with the two horizontally adjacent
bias lines, appears somewhat like CPW. The CPW lines,
however, are periodically loaded ones with periodic active
elements alternated with structures that appear like slot
antennas. The radiating edges of the slots are, for the drain
bias lines, the vertical AC connection lines between drain
and drain or, for the gate bias CPW, the horizontal AC
gate-to-gate connection lines. Indeed, the grid is known to
lock strongly between the rows and more weakly between
columns. As adjacent row elements are sharing a patch
radiator, this behavior should be expected.

In a sense, this strong locking behavior of the grid is
both an advantage and a disadvantage. It is advantageous
that the grid is compact (element spacing can be < 1/6)
and further that it is easy to get the rows to lock to each
other. However, the compactness is also a disadvantage

(@)

(b) Active device

Source bias
Drain bias
Source bias
Gate bias

Source bias

Figure 35. Schematic depiction of (a) the active surface of a grid
oscillator and (b) a breakout of an internal region of the grid
showing the active device placement relative to the bias lines.

in that it is quite hard to get any more functionality
on the grid. Much effort has been made in this area
to generate functionality by stacking various grid-based
active surfaces such as amplifying surfaces, varactor
surfaces for frequency shifting and modulation; and
doubling surfaces. A problem with stacking is, of course,
diffraction as well as alignment. Alignment tolerance
adds to complexity. Diffraction tends to ease alignment
tolerance, but in an inelegant manner. A 100-transistor
array with 1/6 spacing will have an extent of roughly 1.5\
per side. As the diffraction angle is something like the
wavelength divided by the array diameter, the diffraction
angle for such an array is a good fraction of a radian.
One can say that grids are quasioptical, but in optics
one generally doesn’t use apertures much smaller than a
millimeter (center optical wavelength of micrometers), for
which the diffraction angle would be roughly a thousandth
of a radian. As far as pure combining efficiency goes,
grids are probably the optimal solution. However, more
functionality may well be hard to obtain with this solution.

As we have mentioned, there are a number of
techniques for steering being investigated. There seems
to be less work on modulation, and I do not know of
any simultaneous steering of modulated beams to date.
Although the field of active antennas began with the
field of radiofrequency, it still seems to be in its infancy.
However, as I hope this article has brought across, there
is a significant amount of work ongoing, and the field of
active antennas will grow in the future.
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1. INTRODUCTION

Adaptive array signal processing has been used in many
applications in such fields as radar, sonar, and wireless
mobile communication. One principal advantage of an
adaptive array is the ability to recover the desired signal
while also automatically placing deep pattern nulls along
the direction of the interference.

In conventional adaptive algorithms, the statistical
approach based on forming an estimate of the covariance
matrix of the received antenna voltages (measured
voltages at the antenna terminals) without the signal
is frequently used. However, these statistical algorithms
suffer from two major drawbacks. First, they require
independent identically distributed secondary data to
estimate the covariance matrix of the interference.
The formation of the covariance matrix is quite time-
consuming, and so is the evaluation of its inverse.
Unfortunately, the statistics of the interference may
fluctuate rapidly over a short distance, limiting the
availability of homogeneous secondary data. The resulting
errors in the covariance matrix reduce the ability to

suppress interference. The second drawback is that the
estimation of the covariance matrix requires the storage
and processing of the secondary data. This simply cannot
be accomplished in real time for most applications.

Recently, a direct data domain algorithm has been
proposed to overcome these drawbacks of a statistical
technique [1-7]. In that approach one adaptively mini-
mizes the interference power while maintaining the gain
of the antenna array along the direction of the signal.
Not having to estimate a covariance matrix leads to an
enormous savings in memory and computer processor time
and makes it possible to carry out an adaptive process in
real time. The novelty of the proposed approach is that we
analyze the antenna systems as spatial filters instead of
treating them as temporal channels.

The use of real antenna elements and not omnidirec-
tional point sources in an actual antenna array will also
require an investigation into the capabilities of the direct
data domain algorithms to perform adaptivity in nonideal
situations such as in the presence of mutual coupling
between the elements of the array, near-field scatterers,
and obstacles located close to the array. This could also
involve the various platform effects on which the antenna
array is mounted.

Most adaptive algorithms assume that the elements
of the receiving array are independent isotropic omnidi-
rectional point sensors that do not reradiate the incident
electromagnetic energy. It is further assumed that the
array is isolated from its surroundings. However, in a
practical case, array elements have a finite physical size
and reradiate the incident fields. The reradiated fields
interact with the other elements, causing the antennas
to be mutually coupled. Adve and Sarkar [7] observed
the degradation in the capabilities of direct data domain
algorithms and suggested ways to improve it under some
circumstances.

Gupta and Ksienski [8] and Pasala and Friel [9]
compensate for the effects of mutual coupling by relating
the open-circuit voltages (voltages at the ports of the
array as if all were open-circuited) with the voltages
measured at the ports in an adaptive antenna array
used for direction of arrival (DoA) estimation. Adve and
Sarkar [7] used the method of moments (MOM) to analyze
the antenna array in which the entries of the MOM
impedance matrix measure the interaction between the
basis functions; that is, they quantize the mutual coupling.
In these works the compensation matrix is in general
considered to be independent of the angle of arrival of
the signals. However, in a more practical environment
the presence of near field scatterers (i.e., buildings the
structure on which the array is mounted) will have effects
on the array elements. The effects of these near field
elements are similar to the effects of mutual coupling
between the elements of the array. These environmental
scatterers necessitate the development of a compensation
matrix, which depends on the direction of arrival of signals
including the undesired ones. In this article, we shall
use the measured steering vector in an interpolation
technique, which is contaminated by the presence of near
field scatters as well as by the mutual coupling between



the elements of the real array, to obtain the compensation
matrix for a more accurate numerical analysis.

This presentation is divided into two distinct parts.
In the first part we use the electromagnetic analysis
along with an interpolation algorithm to transform the
voltages that are measured or computed in a real
array containing realistic antenna elements receiving
signals in the presence of near field scatterers to a
uniform linear virtual array (ULVA) consisting of isotropic
omnidirectional point radiators. In this way we take into
account not only the effects of mutual coupling and the
near-field scattering effects of the antenna array produced
by the signal of interest but also those due to the
strong coherent interferers whose directions of arrival
are unknown. The first stage preprocesses the voltages
induced in the real elements and transforms them to a set
of voltages that would be induced in an ULVA of isotropic
omnidirectional point radiators radiating in free space.

During the second phase of the processing, these
transformed voltages induced in the ULVA are processed
by a direct data domain least-squares method. In this
phase, the goal is to estimate the complex signal amplitude
given the direction of arrival in a least-squares fashion
when the signal of interest (Sol) is contaminated by
strong interferers that may come through the mainlobe
of the array, clutter and thermal noise. The advantage of
this methodology is that no statistical description of the
environment is necessary, and since we are processing the
data on a snapshot-by-snapshot basis, this new technique
can be applied to a highly dynamic environment.

The article is organized as follows. In Section 2 we
formulate the problem. In Section 3 we present the trans-
formation technique incorporating mutual coupling effects
between the array elements and near field scatterers.
Section 4 describes the direct data domain least-squares
approach. In Section 5 we present simulation results illus-
trating the performance of the proposed method in a real
environment. Finally, in Section 6 we present the conclu-
sion.

2. PROBLEM FORMULATION

Consider an array composed of N sensors separated by a
distance d as shown in Fig. 1. We assume that narrowband
signals consisting of the desired signal plus possibly
coherent multipaths and jammers with center frequency
fo are impinging on the array from various angles 6, with
the constraint 0 <6 < 180°. For sake of simplicity we

Figure 1. A linear uniform array.
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assume that the incident fields are coplanar and that they
are located in the far field of the array. However, this
methodology can easily be extended to the noncoplanar
case without any problem including the added polarization
diversity.

Using the complex envelope representation, the NV x 1
complex vectors of phasor voltages [x(¢)] received by the
antenna elements at a single time instance t can be
expressed by

x1(®) .
t
xol= | 20 | =Y la@lso + o) @
: k=1
xn (t)

where s;(t) denotes the incident signal from the kth
source directed towards the array at the instance ¢, and
P stands for the number of sources, [a(9)] denotes the
steering vector of the array toward direction 6, and [n(?)]
denotes the noise vector at each of the antenna elements.
It is important to note that the array elements can be
dissimilar and they can be noncoplanar and may even
be nonuniformly spaced. Here, the angle 6 is measured
from the broadside direction as shown in Fig. 1. We now
analyze the data using a single snapshot of voltages
measured at the antenna terminals.
Using a matrix notation, (1) becomes

x®)] = [A@]s®] + [n@®)] 2

where [A(0)] is the N x p matrix of the steering vectors,
referred to as the array manifold

[A©®)] = [a(®1),a®s), ..., a6,)] 3)

In a typical calibration methodology, a far-field source
sp(¢) is placed along the directions 6, and then [x(#)] is
the voltage measured at the feed point of the antenna
elements in the array. Here [s(¥)] is a p x 1 vector
representing the various signals incident on the array at
time instance ¢. In practice, this array manifold for a real
array is contaminated by both effects of nonuniformity in
the individual elements, and the interelement spacing
may also be nonuniform to achieve greater aperture
efficiency. Furthermore, there are mutual couplings
between the antenna elements in the array, which
undermine the performance of any conventional adaptive
signal processing algorithm.

Hence, our problem can be stated as follows. Given the
sampled data vector snapshot [x(¢)] at a specific instance
of time, how do we recover the desired signal arriving
from a given look direction while simultaneously rejecting
all other interferences that may be coherent? Most signal
processing techniques are based on the fact that a far-field
source presents a linear phase front at the elements of
the antenna array. However, we shall demonstrate that
the nonuniformity of a real array and the presence of
mutual coupling between the elements of the real array
and scatterers located close to the array undermines
the ability of any adaptive algorithm to maintain the
gain of the array along the direction of the signal while
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simultaneously rejecting the interferences. To compensate
for the lack of nonuniformity of the real array and mutual
coupling effects, we propose an interpolation technique
based on the method of least squares that incorporates
all the electromagnetic coupling effects as outlined in
Section 3. With appropriate preprocessing using Maxwell’s
equations, any adaptive technique can be applied to real
antenna arrays located in any arbitrary environment.
However, the use of a direct data domain least-squares
procedure makes it possible to implement the algorithm
in hardware, and the solution can be obtained in almost
real time.

3. AN ARRAY TRANSFORMATION TECHNIQUE USING
LEAST SQUARES THAT ACCOUNTS FOR ALL THE
ELECTROMAGNETIC EFFECTS SUCH AS MUTUAL
COUPLING AND PRESENCE OF NEAR FIELD SCATTERERS

For the first step of this adaptive method we transform the
voltages that are induced in the actual antenna elements
operating in any environment to a set of equivalent
voltages that would be induced in a ULVA consisting
of omnidirectional point radiators located in free space.
The presence of mutual coupling between the antenna
elements and existence of near field scatterers also disturb
the capability of any algorithm to maintain the gain
of the array along the direction of the signal while
simultaneously rejecting the strong time varying coherent
interferences. Hence, we need to preprocess the data to
account for these undesired electromagnetic effects.

The preprocessing is to compensate for the lack of
nonuniformity in a real array contaminated by the
mutual coupling effects between the various elements.
The methodology is similar to the one described by Fried-
lander [10—12]. The procedure is based on transforming
the nonuniformly spaced array into a uniform linear vir-
tual array (ULVA) consisting of isotropic omnidirectional
point radiators operating in vacuum through the use of
a transformation matrix. Our basic assumption is that
electrical characteristics of the array corresponding to the
ULVA can be obtained through an interpolation of the
real array, which is disturbed by various undesired elec-
tromagnetic couplings. The goal is to select the best-fit
transformation [7T] between the real array manifold [A ()]
and the array manifold corresponding to a uniform linear
virtual array (ULVA) consisting of isotropic omnidirec-
tional point radiators [A(9)] such that [T1[A6)] = [A(H)]
for all possible angles # within a predefined sector. In this
way we not only compensate for the various electromag-
netic effects associated with the Sol but also correct for
the interactions associated with coherent strong interfer-
ers whose direction of arrival we do not know. Since such
a transformation matrix is defined within a predefined
sector, the various undesired electromagnetic effects such
as nonuniformity in spacing and mutual coupling between
the elements and presence of near field obstacles for an
array is made independent of the angular dependence.

The following is a step-by-step description of what needs
to be done to obtain the transformation matrix [T] that
will transform the real array manifold that is disturbed by
various undesired electromagnetic effects such as mutual
coupling and various near-field effects to that of a ULVA:

1. The first step in designing the ULVA is to divide the
field of view of the array into @ sectors. If the field of view
is 180°, it can be divided into 6 sectors of 30° each. Then,
each of the @ sectors is defined by the interval [6,, 0,411,
forg =1,2,..., Q. Or equivalently, only one sector of 180°
extent can also be used. In that case @ = 1.

2. Next we define a set of uniformly defined angles to
cover each sector:

O, =10,.0,+ A0, +2A, ... 001 )

where A is the angular step size.

3. We measure/compute the steering vectors associated
with the set ©, for the real array. This is done by placing
a signal in the far field for each angle of arrival 6,
O+ A, 0,4+ 2A, ..., 6,11. The measured/computed vector
is different from the ideal steering vector, which is devoid
of any undesired electromagnetic effects such as the
presence of the mutual coupling between the nonuniformly
spaced elements and other near-field coupling effects.
Then, we obtain either through measurement or by
using an electromagnetic analysis tool such as WIPL-
D [13], to obtain the measured voltages at the antenna
elements from

[Ag(©)] = [a(0y), a®y + A) - a(0g+1)] (5)

This can be either actually measured or simulated and
includes all the undesired electromagnetic coupling effects.
Hence, each column of [A;(®,)] represents the relative
signal strength received at each of the antenna elements
for an incident signal arriving the angular direction 6,. The
elements of the matrix are a function of only the incident
angle of an incoming plane wave within that predefined
sector.

4. Next we fix the virtual elements of the interpolated
array. We always assume that the ULVA consists of
omnidirectional isotropic sources radiating in free space.
We denote by the section of the array manifold of the
virtual array obtained for the set of angles ©,:

[A,(©,)] = [@®,), @, + A), ..., a0:1)] (6)

where [a(9)] is a set of theoretical steering vectors
corresponding to the uniformly spaced linear array.

5. Now we evaluate the transformation matrix [T,]
for the sector ¢ such that [T,][A(0,)] = [A(8,)] using the
least-squares method. This is achieved by minimizing the
functional

min | [A,] — [T,[A,]] (7

In order to have a unique solution for (7), the number of
direction vectors in a given sector must be greater than or
equal to the number of the elements of array. The least
square solution to (7) is given by [14]

[T] = [A@)]A@O){[A@ONA@OHIT} ! (8)
where the superscript H represents the conjugate

transpose of a complex matrix. Computationally it is
more efficient and accurate to carry out the solution of (7)



through the use of the total least squares implemented
through the singular value decomposition [15]. The
transformation matrix needs to be computed only once
a priori for each sector and the computation can be done
offline. Hence, once [T] is known, we can compensate
for the various undesired electromagnetic effects such
as mutual coupling between the antenna elements,
including the effects of near-field scatterers, as well as
nonuniformity in the spacing of the elements in the real
array simultaneously. The transformation matrix [T] is
thus characterized within the predefined angle. However,
if there is only one sector, specifically, @ = 1, then there
will be only one transformation matrix [T].

6. Finally, using (8), one can obtain the corrected input
voltages in which all the undesired electromagnetic effects
are accounted for and the measured snapshot of the
voltages are transformed to that which will be obtained
for a ULVA. Let that set be denoted by [x.(¢)]. Its value
can be obtained through

x.®)] = [T][x®)] 9

Once (9) is obtained, we can apply the direct data domain
algorithms to the preprocessed corrected voltages [x.(¢)]
without any significant loss of accuracy.

Next a direct data domain least-squares algorithm is
applied to the processed voltage sets [x.(¢)] to obtain the
complex amplitude corresponding to the signal of interest
in a least-squares fashion.

4. THE DIRECT DATA DOMAIN LEAST-SQUARES
PROCEDURE

Let us assume that the signal of interest (Sol) is coming
from the angular direction 6; and that our objective is
to estimate its complex amplitude while simultaneously
rejecting all other interferences. The signal arrives at each
antenna at different times dependent on the direction of
arrival of the Sol and the geometry of the array. We make
the narrowband assumption for all the signals including
the interferers. At each of the N antenna elements, the
received signal given by (9) is a sum of the Sol, interfer-
ence, and thermal noise. The interference may consist of
coherent multipaths of Sol along with clutter and thermal
noise. Here we model clutter as a bunch of electromag-
netic waves coming through an angular sector. Hence,
this model of clutter does not require any statistical char-
acterization of the environment [1-7]. Therefore, we can
reformulate (9) as

pP-1
[x(®)] = [sa] + Y _spa(6,) + ()] (10)

p=1

where s, and 6, are the amplitude and direction of arrival
of the pth interference, respectively, and s; is the Sol. If
04 is the assumed DoA of the Sol, then we can represent
the received voltage solely due to the desired signal at the
kth sensor element as

Sq = Sd(t)ew(gd) (11)
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The strength of the Sol, sy(#), is the desired unknown
parameter that will be estimated for the given snapshot
at the time instance ¢t. ¥ (6;) does not provide a
linear phase regression along the elements of the
real array, when the elements deviate from isotropic
omnidirectional point sensors. This deviation from phase
linearity undermines the capabilities of the various signal
processing algorithms. For a conventional adaptive array
system, we can now estimate the Sol by a weighted sum
given by

K
y(&) =Y wexr(t) (12)

k=1

or in a compact matrix form as
y®] = WI'X] = XI7[W] (13)

where the superscript 7' denotes the transpose of a matrix.
The two vectors [W] and [X] are given by

WIT = w1, ws, ..., wk] (14)
[X]TZ [x1, %2, ..., xx] (15)

Let [V] be a matrix whose elements consist of the
complex voltages measured at a single time instance ¢ at all
the N elements of the array simultaneously. The received
signals may also be contaminated by thermal noise. Let
us define another matrix [S] whose elements comprise of
the complex voltages received at the antenna elements
of the ULVA due to a signal of unity amplitude coming
from the desired direction 6;. However, the actual complex
amplitude of the signal is «, which is to be determined.
Then if we form the matrix pencil using these two matrices,
we have

[V] — «[S] (16)
where
(%1 % ... ag
V] — x:Z X3 ... XK1 an
_x.K XK+l o AN |k
i Sd1 Sd2 --- SdK
1S] = Sl:iz Sd3 .- SdK+1 18)
L Sdk  Sdk+1 .-+ SdN gk

represent only the undesired signal components. The
difference between each element of {[V]—«[S]} represents
the contribution of all the undesired signals due to
coherent mutipaths, interferences, clutter, and thermal
noise (i.e., all undesired components except the signal). It
is assumed that there are K equivalent interferers, and
so the number of degrees of freedom is K = (N + 1)/2.
One could form the undesired noise power from (16) and
estimate a value of « by using a set of weights [W], which
minimizes the noise power. This results in [1-7]

(IV] — «[SDH[W] = [0] (19)
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Alternately, one can view the left-hand side of (19) as the
total noise signal at the output of the adaptive processor
due to interferences and thermal noise:

[Nout] = [RI[W] = {[V] — «[S]}[W] (20)
Hence, the total undesired power would be given by
[Pundesirea] = [WIF{[V] — «[SI}{[V] — «[S]}[W] 21

where the superscript H denotes the conjugate transpose
of a matrix. Our objective is to set the undesired power
to a minimum by selecting [W] for a fixed signal strength
a. This yields the generalized eigenvalue equation given
by (19). Therefore

[VIIW] = «[S][W] (22)

where o, the strength of the signal, is given by the
generalized eigenvalue and the weights [W] are given by
the generalized eigenvector. Even though (22) represents a
K x K matrix, the matrix [S] is only of rank 1. Hence, (22)
has only one eigenvalue, and that generalized eigenvalue
is the solution for the Sol.

For real-time applications, it may be computationally
difficult to solve the reduced-rank generalized eigenvalue
problem in an efficient way, particularly if the dimension
K, i.e., the number of weights is large. For this reason
we convert the solution of a nonlinear eigenvalue problem
in (22) to the solution of a linear matrix equation.

We observe that the first and the second elements of
the matrix [R] in (20) is given by

R(1) =x1 —asq; (23)
R(2) = x9 — asyy (24)
where x; and x; are the voltages received at the antenna
elements 1 and 2 due to the signal, interferences and
thermal noise, whereas sy; and sg9 are the values of the
signals only at the same elements due to an assumed

incident signal of unit strength.
Define

Z = exp [j2rr% sin Gd] (25)

where 6, is the angle of arrival corresponding to the desired
signals. Then R(1) — Z~1R(2) contains no components of
the signal as

id
S41 = €xp |:j2n% sin ed] with i = 1 (26)
o id . -
Sq9 = €xp |:]27T o sin Gd] with i = 2 (27)

Therefore one can form a reduced-rank matrix [Ulx_1)xx
generated from [R] such that
- Xk —Z7 Xk
:| =10]
(K-1)xK

X — Z71X2
w=| .
Xn_1— Z71XN

Xk 1—ZXg Xg-ZXga -

Xo — Z71X3

28)

In order to make the matrix full rank, we fix the gain of

the subarray by forming a weighted sum of the voltages
K

Z W;X; along the direction of arrival of the Sol. Let us

i=1
say that the gain of the subarray is C in the direction of
04. This provides an additional equation resulting in

1 o ZK’1 W1
Xl — Z71X2 XK — ZilXK+1 W2
XK—l — ZilXK XN—l — ZleN KxK WK Kxl
C
0
0 Kx1
or, equivalently,
[F1[W] = [Y] (30)

Once the weights are solved by using (30), the signal
component o may be estimated from

1
o= —

o 2 WiXi (31)

M=

=1

The proof of (29—31) is available in Ref. 1. As noted in that
article [1], (29) can be solved very efficiently by applying
the FFT and the conjugate gradient method, which may be
implemented to operate in real time utilizing, for example,
a DSP32C signal processing chip [16].

So for the solution of [F][W] = [Y] in (30), the conjugate
gradient method starts with an initial guess [W], for the
solution and lets [16]

[Plo = —b_1[FI”[Rlo = —b_1 [FI"{[FI[W], — [Y]}, (32)

At the nth iteration the conjugate gradient method
develops

1
t,=—— 33
I[F1[P],.|? 49
1

by= ———— (36)

I [F1H [R],41 ]|
[P]n+1 = [P]n - bn [F]H[R]nJrl (37)

The norm is defined by

I[F1[P1,.|I?> = [PIZ[FIZ[FI[P], (38)

These iterative procedures continue until the error
criterion is satisfied. In our case, the error criterion is
defined by

ITF1IWI, — (Y]l _

39
Nd =7 (39)



where o denotes the number of effective bits of data
associated with the measured voltages. Hence, the
iteration is stopped when the normalized residuals are of
the same order as the error in the data. The computational
bottleneck in the application of the conjugate gradient
method is to carry out the various matrix vector products.
That is where the FFT comes in as the equations involved
have a Hankel structure and therefore use of the FFT
reduces the computational complexity by an order of
magnitude without sacrificing accuracy [17].

The advantage of using the conjugate gradient method
is that the iterative solution procedure will converge even if
the matrix [F] is exactly singular. Hence, it can be used for
real time implementations. Also, the number of iterations
taken by the conjugate gradient method to converge to
the solution is dictated by the number of independent
eigenvalues of the matrix [F]. This often translates into
the number of dominant signal components in the data.
So, the conjugate gradient method has the advantage of a
direct method as it is guaranteed to converge after a finite
number of steps and that of an iterative method as the
roundoff and the truncation errors in the computations
are limited only to the last stage of iteration.

Next we illustrate how to increase the degrees of
freedom associated with (30). It is well known in the
parametric spectral estimation literature that a sampled
sequence can be estimated by observing it in either the
forward or reverse direction [1-7]. This we term as the
backward model as opposed to the forward model just
outlined. If we now conjugate the data and form the reverse
sequence, then we get an equation similar to (29) for the
solution of weights W,,:

1 Z e ZK-1
XN -Z7Xy, Xy, —Z7'XG, Xy —Z7' X5
1*<+1 —X}} XI*{ _XZ'—l XS - Zﬁle KxK
Wi C
W 0
X . =1 . (40)
Wk Kx1 0 Kx1

where * denotes the complex conjugate, or equivalently
[BI[W] = [Y] (41)

The signal strength « can again be determined by (31),
once (40) is solved for the weights. C is the gain of the
antenna array along the direction of the arrival of the
signal. Note that in both cases of equations (30) and (41)
[F] and [B], K = (N + 1)/2, where N is the total number
of antenna elements. So we now increase the number of
weights significantly by combining the forward—backward
model. In this way we double the amount of data by not
only considering the data in the forward direction but also
conjugating it and reversing the increment direction of
the independent variable. This type of processing can be
done as long as the series to be approximated can be fit
by exponential functions of purely imaginary argument.
This is always true for the adaptive array case. There
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is an additional benefit. For both the forward and the
backward methods, the maximum number of weights
we can consider is given by (N — 1)/2, where N is the
number of antenna elements. Hence, even though all the
antenna elements are being utilized in the processing,
the number of degrees of freedom available is essentially
half that of the number of antenna elements. For the
forward—backward method, the number of degrees of
freedom can be significantly increased without increasing
the number of antenna elements. This is accomplished by
considering the forward—backward version of the array
data. For this case, the number of degrees of freedom M
can reach (N + 0.5)/1.5. This is approximately equal to
50% more weights or numbers of degrees of freedom than
the two previous cases. The equation that needs to be
solved for the weights in the combined forward—backward
model is obtained by combining (29) and (40) into

r 1 VA e ZM-1 .
X1 — Z71X2 X2 — Z71X3 . XM — ZilXM+1
X1 —Z Xy Xy —Z Xy Xyu-1—Z Xy
Xy —Z7X5, Xy —Z7'X5, o Xy —Z27%5,
L Xir — Xy Xy — X3 X;-Z27'X7 1y
Wi C
We 0
< | =] (42)
Wi Mx1 U Y
or, equivalently,
[U1IW] = [Y] 43)

Once the increased degrees of freedom are used to
compute the weights the complex amplitude for the signal
of interest is determined from Eq.(31), where in the
summation N is replaced by the new degrees of freedom
M. Also as before the matrix [U] now has a block Hankel
structure.

This illustrates how the direct data domain least-
squares approach can be implemented in real time by
using single snapshots of data.

5. NUMERICAL EXAMPLES

In this section we illustrate the principles described above
through some numerical simulations.

5.1. Application in Absence of Mutual Coupling

As a first example consider a signal of unit amplitude
arriving from 6 = 0°. We consider a 17-element array of
element spacing of A/2 as shown in Fig. 1. The magnitude
of the incident signal is varied from 1 to 10.0 V/m in
steps of 0.1 V/m while maintaining the jammer intensities
constant, which are arriving from —50°, —30°, 20°. The
signal-to-thermal noise ratio at each antenna element is
set at 20 dB. All signal intensities and directions of arrival
are summarized in Table 1.
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Table 1. Parameters of the Incident

Signals

Magnitude(V/m) Phase DoA
Signal 1.0-10.0 0.0 0°
Jammer 1.0 0.0 -50°
Jammer 1.0 0.0 -30°
Jammer 1.0 0.0 20°

Here, we assume that we know the direction of arrival
of the signal but need to estimate its complex amplitude.

Ifthe jammers have been nulled correctly and the signal
recovered properly, it is expected that the recovered signal
will have a linear relationship with respect to the intensity
of the incident signal. Figure 2 plots the results of using
the direct data domain approach presented in Section 3.
The magnitude and the phase are shown. As can be seen,
the magnitude displays the expected linear relationship,
and the phase varies within very small values. The beam
pattern associated with this example is shown in Fig. 3.
Here, we set the magnitude of the desired signal to be
1 V/m and the other parameters are as given in Table 1.
The nulls are deep and occur along the correct directions.

For the second example, the intensity of the jammer
signal is varied from 1 to 1000 V/m in 10-V/m increments
while the intensity of the desired signal is fixed at
1 V/m. All signal intensities and directions of arrival are
summarized in Table 2.

The signal-to-thermal noise ratio at each antenna
element is set at 20 dB.

Figure 4 shows the results of using the direct data
domain approach. The fluctuations of the magnitude and
phase of the estimated signal are very small even when
there is a very strong interference.

The beam pattern associated with this adaptive system
when the field strength of the strong jammer is 500 V/m is
shown in Fig. 5. This demonstrates that the strong jammer

—_

OoON O OOONDN

Magnitude of the
reconstructed signal

0.05 i

Phase of the
reconstructed signal
o

0.05 - J

701 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10

Intensity of the input signal

Figure 2. Estimation of the signal of interest (Sol) in the
presence of jammers and thermal noise.
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Figure 3. Adapted beam pattern in the presence of the jammers
and thermal noise.

Table 2. Parameters for the Sol and
Interference

Magnitude(V/m) Phase DoA

Signal 1.0 0.0 0°
Jammer 1 0.0 -50°
Jammer 1 0.0 -30°
Jammer 1-1000 0.0 20°
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Figure 4. Estimation of the reconstructed signal in the presence
of the strong jammer.

has been suppressed enough so as to recover the proper
amplitude of the signal.

5.2. Application in Presence of Mutual Coupling

Next we consider a semi circular array consisting of
half-wave dipoles as shown in Fig. 6. It consists of 24 half-
wave thin-wire dipole antenna elements. Each element
is identically loaded at the center by 50 Q. The radius
of the semicircular array is 3.82 wavelength. The dipoles
are z-directed, of length L = 1/2 and radius r = 1/200,
where A is the wavelength of operation. The details of the
semicircular are presented in Table 3.
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Figure 5. Adapted Beam pattern in the presence of the jammers.

Semicircular array (SCA)

/

Uniform linear virtual array (ULVA)
Figure 6. A semicircular array.

Table 3. Physical Sizes of the Elements for
the Semicircular Array

Number of elements in semicircular array 24
Length of z-directed wires A/2
Radius of wires /200
Loading at the center 509

Then, as described in Section 4, the real array is
interpolated into a ULVA consisting of M = 17 isotropic
omnidirectional point sources separated by a distance d /.
Typically d is chosen to be close to /2. By choosing the
reference point of the ULVA at the center of the real array,
the steering vectors associated with the virtual array are
given by

- jorkd jor2d -7
exp Tcose ,...,€Xp T cosf ),

2 d
X exp <J : cos 9> , 1,
a) = ,

J2nd J272d
exp : cosf |, exp T cosf ...,

2 kd
xepr ]; cos 6 Nl
- - X

(44)

ADAPTIVE ANTENNA ARRAYS 75

The distance d between the elements of the ULVA
was chosen to be 0.4775)1. The incremental size A in
the interpolation region, © = [—6,, 0,.1] = [-60, 60°], is
chosen to be 1°. In this case @ = 1. The sector chosen
here, for example, is of 120° symmetrically located. Then,
a set of real steering vectors are computed for the sources
located at each of the angles 6,,6, + A, 6, +2A, ..., 0441.
The computed vector [a(0)] is then distorted from the ideal
steering vector due to the presence of mutual coupling
between the elements of the real array. The actual steering
vectors having all the undesired electromagnetic effects
are computed using WIPL-D [13]. Then, using (8) we
obtain the transformation matrix to compensate for the
effects of nonuniformity in spacing and the presence of
mutual coupling between the elements of the real array.
Finally, using (69), we can obtain the corrected input
voltage in which the nonuniformity in spacing and mutual
coupling effects are eliminated from the actual voltage.

Next, the magnitude of the incident Sol is varied from
1to0 10.0 V/m in increments of 0.01 V/m while maintaining
the jammer intensities constant, which are arriving from
—20°, 40°, 50°. The direction of arrival of the Sol is 10°.
The signal-to-thermal noise ratio at each antenna element
is set at 20 dB. All signals intensities and directions of
arrival are given by the data in Table 4.

If the jammers have been nulled correctly and the
Sol recovered properly, it is expected that the recovered
signal will have a linear relationship with respect to the
intensity of the incident signal, implying that the various
electromagnetic effects have been properly accounted
for. The estimate for the Sol in Fig. 7a shows that
the mutual coupling between the elements of the real
array undermines the performance of the direct data
domain approach if the various electromagnetic effects
are not accounted for. Fig. 7b illustrates the superiority
of the results when the direct data domain least-squares
approach is used after preprocessing the data to take
into account the various mutual coupling effects. The
estimated amplitude and the phase for the Sol are shown
in Fig. 7b. Here, the amplitude displays the expected linear
relationship and the phase changes very little from zero
degrees.

The beam patterns associated with this example are
shown in Fig. 8a,b. Here, we set the amplitude of the Sol
to be 1 V/m, and the other parameters are as given in
Table 4. Figure 8b illustrates that the nulls are deep and
are located along the correct directions. This indicates
that the two-step procedure illustrated in this article
have properly modeled the real environment nulling the
relevant interferers. However, we see that in Fig. 8a
the nulls in the beam pattern are shallow and are
displaced from their desired locations, as the undesired

Table 4. Parameters of the Signals
Magnitude(V/m) Phase DoA

Signal 1.0 —-10.0 0.0 10°
Jammer 1.0 0.0 -20°
Jammer 1.0 0.0 40°
Jammer 1.0 0.0 50°
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Figure 7. Estimation of the Sol (a)without and (b) after
compensating for mutual coupling.
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Figure 8. Adapted beam pattern (a)without and (b) after
compensating for the mutual coupling.

electromagnetic effects have not been properly taken into
account. Hence, in that case the Sol cannot be recovered.

For the final example we consider the effects of large
near-field scatterers located close to the semicircular
array. As shown in Fig. 9, there is a large structure
located within a distance, that is 5 times the radius of the
semicircular array and is oriented along the direction of
—20°. The width of the structure is 7.64 wavelengths, and
the height is 15.28 wavelengths. Hence, the semicircular
array and the scatterer have strong electromagnetic
coupling in addition to the presence of mutual coupling
between the elements. We again consider the case of four
incoming signals from —20°, 10°, 40°, 50°. The parameters
for the desired signal and the jammers are summarized in
Table 4.

After we compensate for the various electromagnetic
couplings and project the data to that due to a ULVA, we
solve for the weights [W] using (43). Then, we estimate the
amplitude of the desired signal through (31). Fig. 10a,b
plots the amplitude and the phase for the Sol in both
presence and absence of mutual coupling between the

7.64 4

SSEsT

> 15.284

\/ \
|

/
i
L\/‘

Semicircular array

e

Virtual array

Figure 9. A semicircular array operating in the presence of a
large obstacle.
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Figure 10. Estimation of Sol (a) without and (b) after compen-
sating for the mutual coupling and the near-field scatterer.

elements of the array and the scatterer located close to the
array. As can be seen, after compensation of the undesired
electromagnetic effects, the expected linear relationship is
clearly seen, implying that the jammers have been nulled
and the Sol estimated with a good accuracy.

The adapted beam patterns associated with this
example are shown in Fig. 11a,b for the two cases
considered above. When the mutual coupling is neglected,
the beam pattern in Fig. 11a clearly indicates that the
interferers have not been nulled in a correct fashion.
However, when the electromagnetic effects have been
appropriately accounted for, the beam points correctly
along the direction of Sol while simultaneously placing
deep nulls along the direction of the interferers. By
comparing the adapted beam patterns in Figs. 8b and 11b
it is seen that the presence of a large near-field scatterer
has indeed produced a wide null along that direction due
to the diffraction effects of the interferer.

6. CONCLUSION

The objective of this article has been to present a two-
step process for using adaptive antenna arrays operating
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Figure 11. Adapted beam pattern (a)without and (b) after
compensating for the mutual coupling and the near-field scatterer.

in a real environment. In the first step a transformation
matrix is determined that transforms the voltages induced
at the feed points of the antenna elements operating in
the presence of near-field scatterers and the presence of
mutual coupling between the antenna elements to that of
the voltages induced in a uniform linear virtual array
consisting of isotropic omnidirectional point radiators
operating in free space. Such a transformation takes into
account all the electromagnetic interactions between the
antenna elements and its environment. The next step
in the solution procedure involves applying a direct data
domain least-squares approach that estimates the complex
amplitude of the signal of interest given its direction of
arrival. The signal of interest may be accompanied by
coherent multipaths and interferers, which may be located
in an angle quite close to the direction of arrival of the
signal. In addition, there may be clutter and thermal noise
at each of the antenna elements. In this approach, since
no statistical methodology is employed, there is no need
to compute a covariance matrix. Therefore, this procedure
can be implemented on a general-purpose digital signal
processor for real-time implementations.
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ADAPTIVE EQUALIZERS

Krzyszror WESOLOWSKI

Poznan University of Technology
Poznan, Poland

1. INTRODUCTION

Physical channels used in transmission of digital signals
can be rarely represented by a nondistorting channel
model with additive noise as the only impairment. How-
ever, the vast majority of channels are characterized by
a limited bandwidth in which particular frequency com-
ponents of transmitted signals are nonequally attenuated
(causing amplitude distortion) and nonequally delayed
(creating delay distortion). These effects are the results
of the physical properties of the transmission medium
and of the imperfect design of transmit and receive filters
applied in the transmission system. A good example of
the first is the radio channel, in which the transmitted
signal reaches the receiver along many different paths
through reflections, diffractions, and dispersion on the
terrain obstacles. As a result, particular signal path com-
ponents arriving with various attenuations and delays are
combined at the receiver. The delayed components can
be considered as echoes that cause time dispersion of the
transmitted signal. If time dispersion is greater than a
substantial fraction of the signaling period, the channel
responses to the subsequent data signals overlap. This
effect is known as intersymbol interference. Thus, the sig-
nal observed at the receiver input contains information on
a certain number of data signals simultaneously. In many
cases the channel impulse response spans even tens of
signaling periods and intersymbol interference appears to
be a major impairment introduced by the channel.

The destructive influence of intersymbol interference
on a digital communication system performance has to be
counteracted by special receiver and/or transmitter design.
Thus, a fundamental part of the receiver is the channel
equalizer. Very often transmission channel characteristics
are either not known at the beginning of a data
transmission session or they are time-variant. Therefore,
it is advantageous to make the equalizer adaptive. The
adaptive equalizer is able to adaptively compensate the
distorting channel characteristics and simultaneously

ay dn
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track the changes of channel characteristics in time. The
latter property is a key feature of equalizers used in digital
transmission over nonstationary radio channels.

Since the invention of an equalizer in the early 1960s,
hundreds of papers have been devoted to this subject.
Adaptive equalization is usually a topic of a separate
chapter in leading books on digital communication
systems [1-3], and separate books tackle this subject
as well [5,6]. Adaptive equalization is also a well-
documented application example in books devoted to
adaptive filters [4,7]. In this tutorial we are able to
present a general survey of adaptive equalizers only and
give reference to the key papers and books. Interested
readers are advised to study the wide literature, quoted,
for example, in such papers as those by Qureshi [8] and
Taylor et al. [9].

In this tutorial we will concentrate on basic structures
and algorithms of adaptive equalizers. We will start
with the model of a transmission system operating in
the intersymbol interference channel. Subsequently, we
will divide the equalizers into several classes. We will
continue our considerations with the basic analysis of
adaptation criteria and algorithms for linear and decision
feedback equalizers. Then we will concentrate on adaptive
algorithms and equalizer structures applying the MAP
(maximum a posteriori) symbol-by-symbol detector and
the MLSE (maximum-likelihood sequence estimation)
detector. Finally, we will describe basic structures and
algorithms of adaptive equalization without a training
sequence (blind equalization).

2. SYSTEM MODEL

Generally, we can consider two types of data transmis-
sion. In the first one the channel transmits signal spectral
components close to zero frequency and no modulation of
the sinusoidal carrier is necessary. A good example is data
transmission over a PSTN (public switched telephone net-
work) subscriber loop, realizing the basic or primary ISDN
access. Figure 1 shows a model of the data transmission
system operating in the baseband channel. The binary
sequence is transformed into the data symbol sequence in
a symbol mapper. Data symbols are fed to the transmit
filter p(¢) with the signaling period of T seconds. This
filter shapes the transmitted signal spectrum. The data
pulses are subsequently transmitted through the channel
with the impulse response g(¢). The receive filter is usu-
ally a filter matched to the transmit filter, so its impulse
response is p(—t) (assuming that the additive white Gaus-
sian noise n(¢) is added at the output of the channel).
Replacing the cascade of the transmit filter, the transmis-
sion channel and the receive filter by a single equivalent

Channel
g(t)

Signal
mapper

B

Signal

o~o
demapper

p(-t) Decision —»

n(t)

Figure 1. Model of the baseband transmission system.
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filter, we receive the following equation describing the
operation of the transmission system

+00
x(t) = Z d:h@t —iT) + v(®)

i=—00

1)

where h(t) is a convolution of the filter and channel impulse
responses [A(t) = p(t) *g) * p(—t)] and v(¢) is the noise
n(t) filtered by the receive filter (v(¢) = n(¢) * p(—t)).

In the second type of data transmission system a
bandpass channel is used, so data signals modulate a
sinusoidal carrier. Figure 2 presents a system model
in which sinusoidal and cosinusoidal carriers of the
frequency f. are modulated by a pair of in-phase and
quadrature data symbols d? and d9, respectively. These
symbols are received from the signal mapper, which
associates the binary data blocks with a pair of data
symbols resulting from the applied modulation format.
As in the baseband transmission system, the spectrum
of the transmitted signal is shaped in the baseband by
the transmit filters p(¢). One can easily prove that the
system model contained between lines A and B can be
represented by the same equation as (1); however, in this
case the variables and functions in Eq. (1) are complex:
d; = d{ + jde, and A(t) = hye(t) +jhim(¢). In the passband
transmission system model the channel impulse response
h(t) is a convolution of the transmit and receive filter
responses p(t) and p(—t), respectively, and the so called
baseband equivalent channel impulse response gg(t).
The baseband equivalent channel impulse response is
associated with the impulse response gp(¢) of the bandpass
channel (see Fig. 2) by the equation

gr(t) = gp(t) explj2nf.t] + g (t) expl—j2nf.t] (2)

Concluding, with respect to intersymbol interference,
both baseband and passband transmission systems can be
modeled by Eq. (1), in which variables and functions of
time are real- or complex-valued depending on whether
the system is implemented in the baseband or whether it
uses the bandpass channel.

rp(t)

3. INTERSYMBOL INTERFERENCE

The task of the digital system receiver is to find the
most probable data symbols d! and d on the basis of
the observed signal x(¢) at its input. If the channel were
nondistorting, then, assuming appropriate shaping of the
transmit filter p(¢) and the filter p(—¢) matched to it, it
would be possible to find such periodic sampling moments
at the outputs of the receive filters that the samples of
signals x!(¢) and x9(¢) would contain information on single
data symbols only. However, the distortion introduced by
the channel renders the finding of such sampling moments
impossible. Thus, it is necessary to apply a special system
block denoted in Fig. 3 as equalizer, which is able to
detect data symbols on the basis of x(¢) [or equivalently
x(#) and x9(t)] or its samples. An equalizer is in fact a
kind of receiver that either minimizes the influence of
intersymbol interference or uses it constructively in the
decisions concerning the transmitted data.

Although the signals x/(¢) and x?(¢) are represented in
Fig. 3 as continuous time functions, typically, due to digital
implementation, the equalizer accepts their samples only.
Let us temporarily assume that the equalizer input
samples are given with the symbol period of 7" seconds with
the time offset t with respect to the zero moment. Then
the equalizer input signal is expressed by the equation

%, =x(nT+1) = Z d;h(nT + 17 —iT) +v(nT + 1)

= Z dihn—i + v, = Z hidn—i + Vn (3)
Xn = hOdn + i hidn—i + v (4)

i=—00,i#0

where h, ; = h(nT + © —iT). The first term in Eq. (4) is
proportional to the data symbol to be decided on. The
second term is a linear combination of previous and future
data symbols and expresses intersymbol interference.
It should be eliminated or constructively used by the
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Figure 2. Model of the passband transmission system.
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ds hee(t)

T him(t)
Equalizer

him(t)

an£ hie(t)

Figure 3. Equivalent transmission system model with

equalizer. The third term is the additive noise and cannot
be eliminated.

4. CLASSIFICATION OF EQUALIZER STRUCTURES AND
ALGORITHMS

Channel equalization can be performed by linear or
nonlinear methods. Decisions regarding the data symbols
can be made by the equalizer on the symbol-by-symbol
basis or can be performed on the whole sequence. Figure 4
presents the classification of equalization structures.

Within the class of linear receivers the equalizer based
on an FIR (Finite impulse response) transversal filter is of
great importance. It is implemented using symbol-spaced
or fractionally spaced taps. A lot of attention has also been
paid in the literature to the linear equalizer applying a
lattice filter [10]. The latter, although more complicated
than the transversal filter, assures faster convergence of
the adaptation algorithm.

In case of channels characterized by the occurrence of
deep notches, nonlinear receivers are used. The simplest
version of a nonlinear receiver is the decision-feedback
equalizer (DFE) [11]. The MLSE equalizer, which is more
computationally intensive is applied for example in GSM
receivers and high-speed telephone modems. It detects
a whole sequence of data symbols, usually using the

the equalizer.

Viterbi algorithm [12]. If the intersymbol interference
is caused by a long-channel impulse response or if
the data symbol alphabet is large, the MLSE equalizer
becomes unfeasible due to excessive computational
complexity. Several suboptimal structures and procedures
can be applied instead, such as reduced state sequence
estimation (RSSE) [13], delayed decision feedback sequence
estimation (DDFSE) [14], or the M algorithm [15]. Another
approach is a nonlinear symbol-by-symbol detection
using the maximum a posteriori (MAP) criterion. The
algorithm of Abend and Fritchman [22] is one example
of such an approach. The MAP algorithms are usually
computationally complex.

The key feature of all equalization structures is their
ability of initial adaptation to the channel characteristics
(startup equalization) and tracking it in time. In order
to acquire the initial adaptation, an optimization crite-
rion has to be defined. Historically, the first criterion was
minimization of the maximum value of intersymbol inter-
ference (minimax criterion) resulting in the zero-forcing
(ZF) equalizer. The most popular adaptation criterion is
minimization of the mean-squared error, resulting in the
MSE equalizer. In this criterion the expectation of the
squared error signal at the equalizer output is minimized.
Finally, the criterion used in the fastest adaptation algo-
rithms relies on minimization of the least squares (LS)

Equalizer

Linear
| Transversal filter | Lattice filter

/ \
Symbol-spaced Fractionally spaced

/\

Nonlinear

- .

Maximum-likelihood

Symbol-by-symbol .
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detection
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equalizer
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Viterbi algorithm Slimpltirf]ied
algorithms
Maximum a posteriori
detectors [m-aigorithm| | [ RssE |

Figure 4. Classification of the equalization structures.
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of errors. The equalizer using the algorithm based on
this criterion is called an LS equalizer. The equalizer
parameters are selected to minimize the squared sum of
the equalizer output signal errors that would be achieved
if these parameters were used starting from the initial
moment of adaptation. Some other cost functions can be
selected if the equalizer coefficients are derived without
the knowledge of the transmitted data symbols.

The equalizer parameters are derived in accordance
with a chosen adaptation criterion by an adaptation
algorithm. Most of the algorithms are recursive—the
adaptation at a given moment is performed iteratively,
taking advantage of the results achieved in the previous
adaptation step. In special cases fast startup equalization
algorithms are applied, resulting in extremely fast
calculation of coarse equalizer parameters that are good
enough to start regular data transmission and that are
later refined. Some of these algorithms are known as
noniterative; some others are recursive least-squares (RLS)
algorithms.

The adaptation of a typical equalizer can be divided into
two phases. In the first phase, the training data sequence
known to the receiver is transmitted. The adaptation algo-
rithm uses this sequence as a reference for the adjustment
of the equalizer coefficients; thus the equalizer is in the
training mode. After achieving the equalizer parameters
that result in a sufficiently low probability of errors made
by the equalizer decision device, the second phase of adap-
tation begins in which the equalizer starts to use the
derived decisions in its adaptation algorithm. We say that
the equalizer is then in the decision — directed mode.

In some cases, in particular in point-to-multipoint
transmission, sending the training sequence to initiate
a particular receiver is not feasible. Thus, the equalizer
must be able to adapt without a training sequence. Its
algorithm is based exclusively on the general knowledge
about the data signal statistics and on the signal reaching
the receiver. Such an equalizer is called blind. Blind
adaptation algorithms are generally either much slower
or much more complex than data-trained algorithms.

5. LINEAR ADAPTIVE EQUALIZERS

The linear equalizer is the simplest structure, most fre-
quently used in practice. Let us consider the receiver
applying a transversal filter. The scheme of such an equal-
izer is shown in Fig. 5. The output signal y, at the nth
moment depends on the input signal samples x,_; and the
equalizer coefficients c; ,(i = —N, ..., N) according to the
equation

N
Yn = Z CinXn—i (5)

i=—N

The equalizer output signal is a linear combination of
2N + 1 subsequent samples of the input signal. Indexing
the equalizer coefficients from —N to N reflects the fact
that the reference tap is located in the middle of the
tapped delay line of the equalizer and that, typically, not
only previous data symbols with respect to the reference
one but also some future symbols influence the current
input signal sample.

5.1. ZF Equalizers

Historically, the earliest equalizers used the minimax
adaptation criterion. It resulted in the simplest algorithm
that is still used in the equalizers applied in line-of-sight
microwave radio receivers. Let us neglect the additive
noise for a while. Taking into account Egs. (4) and (5), we

obtain
N

Yn = Z Cin Z hkdn—i—k (6)

i=—N k=—00

Substituting j =i + &, we get

N o0
Yn = Z Cin Z hjfidnfj (7N

i=—N Jj=—00
or equivalently
o N
Yn = Z gj,ndn—j where 8in = Z C; nhj—z (8)
j=—00 i=—N

Adaptation algorithm

Figure 5. Linear adaptive equalizer: (a) basic

structure; (b) structure equivalent to the complex XnQ

filter applying real filters.

Cre,n _ yr{
Cim,n
Cim,n
Cre,n .VnQ




and gj, are the samples of cascade connection of the
discrete channel and the equalizer. In the minimax
criterion the equalizer coefficients ¢;,(i = —N, ..., N) are
adjusted to minimize the expression

oo

> lgial 9)

M j=—o0. j#0

1
I=—
8o

Let us note that, because of the finite number of the
adjustable equalizer coefficients, it is possible to set to zero
only part of the intersymbol interference samples observed
at the output of the equalizer filter. One can show that in
order to set the intersymbol interference samples to zero,
at the assumption that the data symbols are uncorrelated
and equiprobable, it suffices to set the equalizer coefficients
to force to fulfil the following equality

Ele,d,_;1=0 for i=-N,...,N (10)
where the error e, in the training mode is given by the

expression
e, =y, —dp (11)

or e, =y, — dec(y,) in the decision-directed mode. In fact,
substituting in (10) the expression for e,, and y,, we obtain
from (8)

E[endnfi] =K Z gj,ndn—j - dn dn—i

0 for =0, if gy,=1

{0 for i#0,ie(-N,N), if g,=0

(12)
Forcing condition (12), 2N intersymbol interference sam-
ples can be set to zero. Therefore, such an equalizer is
called zero-forcing equalizer. If the equalizer was infinitely
long it would be able to completely eliminate the ISI at its
output. The cascade connection of the channel and equal-
izer would have the discrete impulse response in form of a
unit pulse. Therefore, the equalizer would ideally inverse
the channel frequency characteristics. Such an equalizer
could be adjusted iteratively according to the equation

Cintl =Cipn — (XE[endnfi] for 1= —N, ey N (13)

However, replacing the ensemble average with its
stochastic estimate, we receive the following equation for
the coefficients’ adjustment, which is easily implementable
even at a very high symbol rate

i=-N,....N (14)

Cintl = Cin — Q€ndp_ for
for real equalizers, and

Cint1 = Cip —aeyd, _; for i=-N,....N (15)
for complex ones. More details on the ZF equalizer can
be found in Ref. 16. The ZF equalizer attempting to
inverse the channel characteristics amplifies the noise in
these frequency regions in which the channel particularly
attenuates the signal.
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5.2. MSE Equalizers

As we have already mentioned, the most frequent

adaptation criterion is minimization of the mean square
error:

i Elle,|? 16

min llea|”] (16)

{¢in,i=—N.,...,

where the error is given by equation (11). Direct
calculations of the mean square error (MSE) &MSE —
Elle,|?] with respect to the equalizer coefficients ¢, =
[c_Nns---+Comns---rcNnlT lead to the following dependence
of the MSE on the coefficients for the real equalizer

EMSE — ¢TAe, — 2b"c, + El|d,|%] 17

where A = E[x,X%] (X, = [pins -y %n, -, %y-n]F) is the
input signal autocorrelation matrix and b = El[d,x,]
is the vector of cross-correlation between the current
data symbol and the equalizer input samples. The
autocorrelation matrix A is positive definite (its all
eigenvalues are positive). It is well known from algebra
that for such a matrix expression (17) has a single and
global minimum. The minimum can be found if we set the
condition

pEVSE

Bci_n

=0 for i=-N,...,N (18)

The result is the well-known Wiener—Hopf equation for
the optimum equalizer coefficients

Acopt =b (19)

An efficient method of achieving the optimum coeffi-
cients and the minimum MSE is to update the equalizer
coefficients iteratively with adjustments proportional to
the negative value of the gradient of £¥SE calculated for
the current values of the coefficients:

9 gMSE

— for i=-N,....N (20)
aci‘n

Cintl =Cin — Qp

where «, is a small positive value called the adjustment
step size. Generally, it can be time variant, which is
expressed by the time index n. The calculation of the
gradient dEMSE /3¢, , leads to the result

MSE  HE [le, |2 .
98, = [lex”] =2E en—af3 = 2E[e,x,_;]
Bci,n Bci.n 305,,,
for i=-N,...,N (21)

Replacing the gradient calculated in Eq.(21) by its
stochastic estimate e,x,_; (i=—N,...,N) for the real
equalizer we receive the stochastic gradient [least mean-
square(LMS)] algorithm

Cintl =Cin — YnlpXn; for i=-N,....N (22)
where y, = 2a,. One can show that the analogous equation
for the complex equalizer is
i=-N,...,N (23)

X
Cin+1 = Cijn — Yn€nX,_; for
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Figure 6 presents the scheme of the linear transversal
equalizer with the tap coefficients adjusted according to
algorithm (23). The switch changes its position from 1 to 2
after a sufficiently long training mode.

The convergence rate of the LMS algorithm depends
on the value of the step size y,. This problem has been
thoroughly researched. Generally, the value of the step
size depends on the eigenvalue distribution of the input
signal autocorrelation matrix A [1]. G. Ungerboeck [17]
derived a simple “engineering” formula for the step size,
which results in fast and stable convergence of the LMS
adaptive equalizer. The initial step size is described by the

formula
1

= 24
@N + DElx, ] @9

Yo

where E[|x,|?] is the mean input signal power and is equal
to the elements of the main diagonal of the autocorrelation
matrix A. When the equalizer taps are close to their
optimum values, the step size should be decreased in
order to prevent an excessively high level of the residual
mean square error (e.g., o = 0.2y9).

5.3. LS Equalizers

Particularly fast initial equalizer convergence is achieved
if the least-squares adaptation criterion is applied. The
coefficients of a linear equalizer are set in order to
minimize the following cost function with respect to the
filter coefficient vector c,,:

g8 =" erx; — dil? (25)

i=0

For each moment n, that weighted summed squared error
starting from the initial moment up to the current moment
n is minimized, which would be achieved if the current
coefficient vector calculated on the basis of the whole
signal knowledge up to the nth moment were applied
in the equalizer from the initial moment. The window
coefficient A» (1 < 1) causes gradual forgetting of the past
errors and is applied for nonstationary channels to follow

Xn+N

the changes in the channel characteristics. The calculation
of (25) leads to equations similar to (17) and (19):

kS = ¢l Rucy — 2¢]q, + Y _ A" |dil? (26)
i=0

Rncn,opt =qn (27)

where

n
R, = E )L""xiTxi =AR,_1 +x5xn and
i=0

n

Q=) A'dix(28)

i=0

Instead of solving the set of linear equations (27) at each
subsequent moment, the optimum coefficients can be found
iteratively using the results derived at the previous time
instant. Below we list only the equations of the standard
RLS (Kalman) algorithm proposed by Godard [18] for
fast adaptive equalization. The algorithm is quoted after
Proakis [1].

For convenience, let us define P, = R;!. Let us also
assume that before adaptation at the nth moment we have
the filter coefficients ¢,_; and the inverse matrix P,_; at
our disposal. The algorithm steps are as follows:

e Initialization: ¢y = [0, ...
sI.

017, %9 =10,...,01", Ry =

Do the following for n > 1

o Shift the contents of the filter tapped delay line by
one position and accept the new input signal x,,,

e Compute the filter output signal:
Yn = cs,lxn (29)
o Compute the error at the filter output:

€n = dn —Yn (30)

S

Figure 6. Adaptive MSE gradient equalizer.



e Compute the so called Kalman gain vector k,, = P, X,:

Pn—lxn

k,= —"-""_
" r+xTP,x,

(31
e Update the inverse of the autocorrelation matrix:

Pn = [Pn—l - an:Pn—l] (32)

>

o Update the filter coefficients:
Cp =Cp-1+ knen (33)

Formulas (29)—(33) summarize the RLS Kalman algo-
rithm for the real equalizer. The complex version of this
algorithm can be found in Proakis’ handbook [1]. Know-
ing that k, = P,x,,, we find that the coefficients update is
equivalent to the formula

Cp, =Cp-1 +R;1Xnen (34)

Comparing the equalizer update using the LMS algo-
rithm (23) and the RLS algorithm (34) we see that the
Kalman algorithm speeds up its convergence because of
the inverse matrix P, = R, 1 used in each iteration. In the
LMS algorithm this matrix is replaced by a single scalar y,,.
Figure 7 presents the convergence rate for both the LMS
and RLS algorithms used in the linear transversal equal-
izer. The step size of the LMS algorithm was constant and
selected to ensure the same residual mean-square error as
that achieved by the RLS algorithm. The difference in the
convergence rate is evident. However, we have to admit
that for the channel model used in the simulations shown
in Fig. 7, the application of the step size according to for-
mula (24) and switching it to a small fraction of the initial
value after the appropriate number of iterations improves
the convergence of the LMS equalizer considerably. On the
other hand, tracking abilities of the Kalman algorithm are

-10 -

—15 A

ep[dB]

20 A

25

—-30 T
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much better than these of the LMS algorithm. However,
the RLS Kalman algorithm is much more demanding com-
putationally. Moreover, because of the roundoff noise, it
becomes numerically unstable in the long run, particu-
larly if the forgetting factor A is lower than one. Solving
the problem of excessive computational complexity and
ensuring the numerical stability have been the subject of
intensive research. Cioffi and Kailath’s paper [19] is only
one representative example of numerous publications in
this area.

Besides the transversal filter, a lattice filter can also be
applied in the adaptive equalizer using both the LMS [10]
and RLS [20] adaptation algorithms.

5.4. Choice of the Reference Signal

The selection of the reference signal plays an important
role in the equalizer adaptation process. In fact, the
reference signal tests the unknown channel. Its spectral
properties should be selected in such a way that the
channel characteristics is fully reflected in the spectrum
of the signal at the input of the equalizer. Thus far in
our analysis we have assumed that the data symbols are
uncorrelated and equiprobable:

0 for B#0 (35)

Eldyd’_,] = {03 for k=0

This means that the power spectrum of the test signal
is flat and the channel characteristic is “sampled” by a
constant power spectrum of the input signal. In practice
this theoretical assumption is only approximately fulfilled.
Typically, the data sequence is produced on the basis of the
maximum-length sequence generator. The test generator
is usually implemented by a scrambler contained in the
transmitter that is based on a linear feedback shift register
(LFSR). As a result, a pseudonoise (PN) binary sequence
is generated. Typically, subsets of very long PN sequences
are used as a training sequence.

f Figure 7. Convergence of the constant-step-size
1000 LMS and Kalman RLS equalizer of the length
2N = 30.
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Special attention has focused on very short test
sequences that allow for fast, coarse setting of the equal-
izer coefficients. These sequences are periodic and are
constructed in such a way that their deterministic auto-
correlation function is zero apart from its origin.

5.5. Fast Linear Equalization Using Periodic Test Signals

In certain applications extremely fast initial equalization
is of major importance. A good example is the master
modem in a computer network, which receives data blocks
from many tributary modems communicating through
different channels. Such communication can be effective if
the block header is a small part of the whole transmitted
data block. A part of the header is a training sequence
necessary to acquire the equalizer settings. Let us neglect
the influence of the noise for a while. In many cases the
SNR in the channel is around 30 dB and the ISI plays a
dominant role in the signal distortion. Let the reference
signal be periodic. In fact, no more than two periods of
the test signal should be transmitted in order to acquire
coarse equalizer settings. The period M of the test signal
is at least as long as the highest expected length of the
channel impulse response L. With periodic excitation the
channel output (neglecting the influence of the additive
noise) is also a periodic signal. This fact is reflected by the
formula

X0 dy di dy -+ dya ho
X1 dy-1 do di - du hi
XM-1 d dy - dy-1 do har-1
(36)

If the length of the channel impulse response is shorter
than the length of the test signal, we can assume
that some of the last elements in the vector h” =
[ho, h1, ..., hy_1] are equal to zero. Due to the periodic
nature of the signal transmitted through the channel, a
cyclic convolution of the sequence h and the data sequence
d = [do,ds, ...,dy_1] is realized. In the frequency domain
this operation is equivalent to the multiplication of two
discrete Fourier transform (DFT) spectra:

X(EAf) = DRAf) -H(EAf),E=0,1,....M—1 (37

where Af T = 1/M and

M-1

X(kAf) = Ai/! Zx(iT) exp [—j2rnkAfiT] (38)

i=0

Dependencies similar to (38) are held for the data
and channel impulse response sequences. Knowing the
spectrum of the data sequence, one can easily calculate
the spectrum of the channel and, after reversing it, the
characteristics of the ZF equalizer can be achieved, i.e.

)

HEA) ~ XEA) k=0,1,....M -1 (39)

CkAf) =

On the basis of the equalizer characteristics CT =
[C(0), C(Af),...,C((M — 1)Af)], the equalizer coefficients

el =co,c1,...,cu—1] can be calculated using the inverse
DFT. If the length of the training sequence and of the
equalizer is a power of 2 then all the DFT and IDFT
calculations can be effectively performed by the FFT/IFFT
algorithms. More detailed considerations on fast startup
equalization using the periodic training sequence can be
found [21].

5.6. Symbol-Spaced Versus Fractionally Spaced Equalizers

Thus far we have considered equalizers which accepted
one sample per symbol period at their input. In fact
the spectrum of the transmitted signal, although usually
carefully shaped, exceeds half of the signaling frequency
by 10-50%. Thus, the Nyquist theorem is not fulfilled,
and as a result of sampling at the symbol rate, the
input signal spectra overlap. In consequence, the symbol
spaced equalizer is able to correct the overlapped spectrum
only. In some disadvantageous cases the overlapping
spectra can result in deep nulls in the sampled channel
characteristic, which is the subject of equalization. In
these spectral intervals the noise will be substantially
amplified by the equalizer, which results in deterioration
of the system performance.

Derivation of the optimum MSE receiver in the class of
linear receivers results in the receiver structure consisting
of a filter matched to the impulse observed at the receiver
input and an infinite T-spaced transversal filter (see
Ref. 3 for details). This derivation also shows that the
characteristics Wy (f) of the optimum MSE linear receiver
are given by the formula

9 o0
Wo(f) = %H*(f‘) (Z c; exXp [—j271ﬁT]> expl—j2mrfto]

(40)
where o2 is the data symbol mean power and o2 is the noise
power. Lack of a matched filter preceding the transversal
filter results in the suboptimality of the receiver and in
performance deterioration. In practice, a sufficiently long
but finite transversal filter is applied.

The question of whether an optimum receiver can be
implemented more efficiently was answered by Macchi
and Guidoux [23] as well as by Qureshi and Forney [24].

As we have mentioned, typically the spectrum of
the received input signal is limited to the frequency
fmax = (1/2T)(1 + «), where « < 1. Let us assume that the
noise is also limited to the same bandwidth because of
the band-limiting filter applied in the receiver front end.
Thus, the bandwidth of the optimal receiver is also limited
to the same frequency fi..x. Because the input signal is
spectrally limited to fiax, the optimum linear receiver can
be implemented by the transversal filter working at the
input sampling frequency equal at least to 2f,,.x. Let the
sampling period 7" = (KT /M) be selected to fulfill this
condition: (1/27") > fuax. K and M are integers of possibly
small values. As a result, the following equation holds:

H() - Wo(f) =H(f) - Copt(f) (41)

where

t
ConF) = S Wa (£ i, ) 42)



We must stress that although the input sampling
frequency is 1/7", the data symbols are detected each
T seconds, so the output of the equalizer is processed at
the rate of 1/T. It is important to note that the channel
characteristics is first equalized by the T"-spaced filter and
then its output spectrum is overlapped due to sampling
the output at the symbol rate. Figure 8 illustrates these
processes for K = 1 and M = 2, specifically, the equalizer
is T'/2-spaced. One can also show that the performance
of the fractionally spaced equalizer is independent of the
sampling phase [25].

Because the input signal spectrum is practically limited
to |fmax|, the equalizer can synthesize any characteristics
in the frequency range

1 1
<_ﬁv _fmax> U (fmaxa ﬁ)

without any consequences for the system performance.
Thus the optimum fractionally spaced equalizer can have
many sets of the optimum coefficients. This phenomenon
is disadvantageous from the implementation point of
view because the values of the coefficients can slowly
drift to unacceptable values. To stabilize the operation
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of the gradient algorithm, a tap leakage algorithm was
introduced [26].

6. DECISION-FEEDBACK EQUALIZER

The decision-feedback equalizer (DFE) is the simplest
nonlinear equalizer with a symbol-by-symbol detector. It
was first described by Austin in 1967 [27]. The in-depth
treatment of decision feedback equalization can be found
in Ref. 28. It was found that intersymbol interference
arising from past symbols can be canceled by synthesizing
it using already detected data symbols and subtracting
the received value from the sample entering the decision
device. Figure 9 presents the basic scheme of the decision-
feedback equalizer.

The equalizer input samples are fed to the linear (usu-
ally fractionally spaced) adaptive filter which performs
matched filtering and shapes the ISI on its output in such
a way that the symbol-spaced samples given to the deci-
sion device contain the ISI arising from the past symbols
only. The ISI resulting from the joint channel and linear
filter impulse response is synthesized in the transversal
decision-feedback filter. The structure of the DFE is very

fmax

Wo(f)

0

: fmax

At the ouiput of the equalizer

|_L 4+

2T T

Figure 8. Equalization of the channel spectrum using 7'/2-spaced equalizer.
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Figure 9. Structure of the decision-feedback
equalizer.

similar to the infinite impulse response filter; however,
the decision device is placed inside the filter loop, causing
the whole structure to be nonlinear. Generally, the opera-
tion of the decision feedback equalizer is described by the
equation

Ny N3 .
Yn = Z Ck.nx(nT - kT/) - ij.ndn—j (43)

k=—Ny j=1

where c;, , are the tap coefficients of the linear filter, b, , are
the tap coefficients of the decision-feedback filter and d,
is a data symbol estimate produced by the decision device.
In the training mode the data estimates are replaced by
the training data symbols.

The decision-feedback equalizer is applied in digital
systems operating on channels with deep nulls [29]. Such
channels cannot be effectively equalized by the linear
equalizers attempting to synthesize the reverse channel
characteristics. Instead, the DFE cancels a part of the
ISI without inverting the channel and, as a result,
the noise in the frequency regions in which nulls in
channel characteristics occur is not amplified. Although
the DFE structure is very simple and improves the system
performance in comparison to that achieved for the linear
equalizer, it has some drawbacks as well: (1) part of the
signal energy is not used in the decision process because
of its cancellation by the decision feedback filter; and
(2) because of the decision feedback, errors made in the
decision device take part in the synthesis of the ISI as
they propagate along the decision feedback filter delay
line. Thus, the errors contained in the tapped delay line
increase the probability of occurrence of next errors. The
phenomenon of error propagation effect can be observed if
the signal to noise ratio is not sufficiently high. This effect
is discussed, for example, by Lee and Messerschmitt [2].

The DFE tap coefficients can be adjusted according to
the ZF or MSE criterion. As for the linear equalizer, the
LMS and RLS adaptation algorithms can be used in the
DFE. The DFE can be based on transversal or lattice filter
structures [30]. Let us concentrate on the LMS algorithm
only. We can combine the contents of the tapped delay
lines of the linear and decision feedback filters as well as

Decision feedback filter

the filter coefficients into single vectors:

xn cn
dn _bn
where Xp = [xn+N17 e ,xn—Nz]T, dn = [dn—la S dn—N3]Ta
¢,=lcnyn, - enynlT and b, = [b1,,...,bn5;,]T. Then
equation (43) can be rewritten in the form
Yn = zzwn (45)

and the LMS gradient algorithm can be described by the
recursive expression

Wpi1 =Wy — ﬂnenz:; (46)

where e, =y, —d,. Knowing (44), we can break Eq. (46)
into two separate LMS adjustment formulas for the
feedforward and feedback filters.

Besides the regular DFE structure shown in Figure 9
there exists the so called predictive DFE [1,28], which,
although featuring slightly lower performance, has some
advantages in certain applications. Figure 10 presents the
block diagram of this structure. The feedforward filter
works as a regular linear equalizer according to the ZF or
MSE criterion. Its adaptation algorithm is driven by the
error signal between the filter output and the data decision
(or training data symbol). As we remember, the linear
equalizer more or less inverts the channel characteristics,
which results in noise amplification. The noise contained
in the feedforward filter output samples is correlated due
to the filter characteristics. Therefore, its influence can be
further minimized applying the linear predictor. Assuming
that the decision device makes correct decisions, the noise
samples contained in the feedforward filter output are the
error samples used in the adaptation of this filter. The
linear combination of the previous noise samples allows to
predict the new sample, which is subsequently subtracted
from the feedforward filter output. This way the effective
SNR is increased. The result of subtraction constitutes the
basis for decisionmaking.

Let us note (see Fig. 10) that the feedforward filter and
the predictor are adjusted separately, so the performance
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Figure 10. Predictive DFE.

of the predictive DFE is worse than the performance of
the conventional DFE for which the taps adjustments are
realized on the basis of the final output error. It has been
shown that the predictive DFE is useful in realization of
the joint trellis code decoder and channel equalizer [31].

7. EQUALIZERS USING MAP SYMBOL-BY-SYMBOL
DETECTION

The decision-feedback equalizer is a particularly simple
version of a nonlinear receiver in which the decision
device is some kind of an M-level quantizer, where M
is the number of data symbols. Much more sophisticated
detectors have been developed which minimize the symbol
error probability. This goal is achieved if the maximum
a posteriori probability (MAP) criterion is applied. Let us
consider the receiver structure shown in Fig. 11. The linear
filter preceding the detection algorithm is a whitened
matched filter (WMF). Its function is very similar to
that of the linear filter applied in the decision feedback
equalizer. It shapes the joint channel and linear filter
impulse response to receive ISI arising from the past data
symbols only. At the same time the noise samples at the
output of the WMF are white. We say that the signal at
the output of the whitened matched filter constitutes a
sufficient statistic for detection. This roughly means that
that part of the received signal that has been removed by
the WMF is irrelevant for detection. Assuming that the
number of interfering symbols is finite, we can write the
following equation describing the sample y, at the detector
input:

N
Yn = Zbidn—i + Vn (47)

i=0

where v, is a white Gaussian noise sample. Let us note
that the information on the data symbol d,, is “hidden”
in the samples y,,¥yn:1,...,Ysin. Generally, according
to the MAP criterion the detector finds that d, among

Input MAP CAf
samples i Yn
Wh|tene_d symbol-by-symbol -
matched filter detector

Figure 11. Basic scheme of the MAP symbol-by-symbol equal-
izer.
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all possible M data symbols for which the following a
posteriori probability is maximum:

Pr{d,|ynn} (48)

where y..n = VniN>YniN-1,...,¥1) is the vector of the
observed input samples. From the Bayes theorem we know
that for expression (48) the following equality holds:

p(Yn+N|dn =m) Pr{dn =m}
P(Yn+N)

Pr{d, = mly.+n} = (49)
Because p(y,in) is common for all possible probabili-
ties (49), it has no meaning in the search for the data
symbol featuring the MAP probability. Thus the task of the
MAP detector can be formulated in the following manner

A

d, = arg {n‘liaxp(yn+N|dn) Pr{dn}} (50)

Finding the data estimate (50) is usually computation-
ally complex. Several algorithms have been proposed to
realize (50). Abend and Fritchman [22] as well as Chang
and Hancock [32] algorithms (the last being analogous to
the well known BCJR algorithm [33] applied in convolu-
tional code decoding) are good examples of these methods.
We have to stress that all of them require the knowledge
of the impulse response {b;},(i=1,...,N) to calculate
values of the appropriate conditional probability density
functions. This problem will also appear in the MLSE
receiver discussed in the next section.

8. MAXIMUM-LIKELIHOOD EQUALIZERS

Instead of minimizing the data symbol error, we could
select minimization of error of the whole sequence as the
optimization goal of the receiver. Thus, the MAP criterion
yields the form

n}iaxP(dnlyn) (51)

If the data sequences are equiprobable, our criterion is
equivalent to the selection of such a data sequence that
maximizes the conditional probability density function
p(x,|d,). Namely, we have

A

d, = arg {rr}iaxP(dn|yn)= = arg {rr}iaxw}

p(¥Yn)
= arg {n}iaxp(ynldn)} (52)

where, as before, y, = y1,...,y.)7, d, =(d1,...,d,)T.
Because noise at the WMF output is white and Gaussian,
the conditional probability density function can be
expressed by the formula

p(yaldy) = [ [p0ildy)
i=1
2

N
1 n Vi — Z brdi—p
k=0
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Calculating the natural logarithm of both sides of (53), we
obtain

A~

dn = arg {H(liaXIHP(YMdn)}

2
(54)

N
Vi — Z brdi—p
k=0

n

= arg { min E
dn .

i=1

Concluding, from 5111 possible equiprobable data sequences
d,, this sequence d,, is selected for which the sum

N 2

yi— Y bidi

k=0

n

Sp=Y"

i=1

(55)

is minimum. It was found by Forney [12] that the effective
method of searching for such a sequence is the Viterbi
algorithm See VITERBI ALGORITHM. Let us note that in order
to select the data sequence the samples of the impulse
response {b;}, k=0,...,N have to be estimated. They
are usually derived on the basis of the channel impulse
response {hp}, k= —Ni,...,N2. The scheme of such a
receiver is shown in Figure 12. The heart of the receiver
is the Viterbi detector fed with the impulse response
samples {b;} calculated on the basis of the channel impulse
response samples {h;} estimated in the channel estimator.
The channel estimator is usually an adaptive filter using
the LMS or RLS algorithm for deriving the impulse
response samples. From the system theory point of view
it performs system identification. The channel estimator
input signal is the data reference signal or the final or
preliminary decision produced by the Viterbi detector.
The channel output signal acts as a reference signal for
the channel estimator. Usually, the reference signal has
to be appropriately delayed in order to accommodate the
decision delay introduced by the Viterbi detector.

For example, let us consider the channel estimator
using the LMS algorithm and driven by ideal data symbols.
Let us neglect the delay with which the data symbols are

fed to the estimator. Assume that the data symbols are
uncorrelated. Then, applying the mean-square error as
the criterion for the estimator, we have
N 2
Ev=E[lesl] =E | |ta— Y hjndy (56)
j=-N

where x, is the channel output sample [see Eq. (4)]
and iljyn, j=-N,...,N are the estimates of the channel
impulse response at the nth moment. The calculation of
the gradient of error &, with respect to the channel impulse
response estimate fLJ gives

o 2Ble,d; ) (57)
ok

Therefore the stochastic gradient algorithm for the
adjustment of channel impulse response estimates is

Rjns1 = hjn — anend;_; j=—-N,...,N (58)

where o, is an appropriately selected step size. It can
be shown that the initial step size should be «=
1/@2N + DE[d,[’].

Another solution for deriving the channel impulse
response is to use a zero-autocorrelation periodic training
sequence. A fast channel estimator using such sequence
is applied, for example, in the GSM receiver. Part of
the known sequence placed in the middle of the data
burst, called midamble, is a zero-autocorrelation periodic
training sequence. In this case the channel impulse
response samples are estimated on the basis of the
following formula:

h; = Z xid;_; (59)

Thus, the received signal, which is the response of the
channel to the periodic training signal, is cross-correlated

Xn Yn Viterbi dn-p
WMF algorithm
{} . {} b,
Coefficients calculation
>
© A
2 L
[+1 [+ [T
e e (7]
A AL A A A
hy hn- hy h_nit () h-n
Y T N
A
Xn-D Xn-D
+
€n-D
Figure 12. Basic scheme of the MLSE receiver with - -
the whitened matched filter and the Viterbi algorithm. —I Adaptation algorithm |‘_




with the complex conjugate of the training sequence. On
the basis of the estimated impulse response samples A; the
receiver calculates the WMF coefficients and the weights
{br} used by the Viterbi detector.

An alternative equivalent structure of the MLSE
equalizer was proposed by Ungerboeck [34]. Its derivation
following Ungerboeck’s considerations can be also found
in Proakis’ handbook [1]. Instead of the whitened matched
filter, the filter matched to the channel impulse response is
applied and the Viterbi detector maximizes the following
cost function C,, with respect to the data sequence

n N
C.=) Re [d;f (2yi —god; — 2 ngdi_kﬂ (60)

i=1 k=1

where y; is the sample at the matched filter output at
the ith moment and g, (¢ =0,...,N) are the samples
of the channel impulse response autocorrelation function.
See Ref. 34, 1, or 3 for details and for derivation of the
algorithm.

Closer investigation of formula (54) allows us to
conclude that in order to minimize the cost function and
find the optimum data sequence, MY operations (multiply
and add, compare etc.) have to be performed for each
timing instant. M is the size of the data alphabet. If
modulation is binary (M = 2) and the length of ISI is
moderate, the detection algorithm is manageable. This is
the case of the GSM receiver. However, if M is larger and/or
the ISI corrupts a larger number of modulation periods, the
number of calculations becomes excessive and suboptimal
solutions have to be applied. Three papers [13,14,35]
present examples of suboptimum MLSE receivers.

9. EQUALIZERS FOR TRELLIS-CODED MODULATIONS

In 1982 Ungerboeck published a paper [36] in which
he proposed a joint approach to modulation and coding
applied on band-limited channels. At the cost of expansion
of the data signal constellation, application of a convolu-
tional code and an appropriate binary data block-to-data
symbol mapping, interdependence of subsequent data sig-
nals is obtained. Therefore, in order to select the maximum
likelihood sequence among all possible sequences, whole
data sequences have to be compared in the decision pro-
cess. The distance between two closest data sequences
is larger than between two uncoded data symbols and,
in consequence, the system using trellis-coded modula-
tion (TCM) is more robust against errors than the uncoded
system transmitting data at the same data rate. The detec-
tion of the trellis-coded data stream requires sequential
algorithm such as the Viterbi algorithm.

Using TCM signals on the ISI channels requires
adaptive equalization and TCM decoding. The TCM
detection process of the whole symbol sequences creates
some problems in the selection of the equalizer structure
and in the adjustment of the equalizer coefficients. The
standard solution is to apply a linear equalizer minimizing
the ISI followed by the TCM Viterbi decoder. The equalizer
coefficient updates can be done using unreliable tentative
decisions or the reliable but delayed decisions from the
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Figure 13. Linear equalizer with trellis-coded modulation
decoder.

TCM Viterbi decoder [37]. In case of the LMS algorithm
applied in the equalizer, the consequence of the delayed
error signal (see Fig. 13) is the necessity of decreasing the
step size [37].

On some channels, in particular those featuring a long
tail in the channel impulse response or possessing deep
nulls in their characteristics, applying a decision-feedback
equalizer is more advantageous. Using joint DFE and
trellis coding requires some special solutions because the
DFE uses symbol-by-symbol decisions in its feedback filter
with a single delay. One solution to this problem is to
apply an interleaver between the TCM encoder and the
modulator at the transmitter and the predictive DFE with
the deinterleaver between the linear part of the equalizer
and the decision-feedback part incorporating the TCM
Viterbi decoder and predictor [1]. Another solution which
is applicable in systems with a feedback channel and
operating on transmission channels that are stationary or
slowly change in time, is to share the DFE equalization
between transmitter and receiver. In this case the concept
of Tomlinson precoding applied jointly with the TCM
coding is very useful [38].

The optimum receiver for TCM signals received in the
presence of the ISI has been shown [31]. Its structure is
basically the same as that shown in Fig. 12; however,
now the Viterbi detector operates on the supertrellis
resulting from concatenation of the ISI and TCM code
trellises. See ViTeErRBI ALcorITHM. Because the number
of supertrellis states and the computational complexity
associated with them are very high, suboptimum solutions
have to be applied. The most efficient one is to incorporate
intersymbol interference into the decision feedback for
each supertrellis state, using the data sequences that
constitute the “oldest” part of the maximum-likelihood
data sequence associated with each state (so called
survivor). In fact, this idea is already known from the
delayed decision-feedback sequence estimation [14] used
for uncoded data.

10. BLIND ADAPTIVE EQUALIZATION

As we have already mentioned, in some cases sending a
known data sequence to train the equalizer can result
in wasting of a considerable part of transmission time.
One of the cases where adaptive equalization without a
training sequence is applied is the transmission of digital
video broadcasting (DVB) datastream in a DVB cable
distribution system. A DVB cable receiver, after being
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switched on, has to compensate intersymbol interference
on the basis of the received signal and the general
knowledge of its properties.

Blind equalization algorithms can be divided into three
groups:

e The Bussgang [39] algorithms, which apply the
gradient-type procedure with nonlinear processing of
the filter output signal in order to obtain a reference
signal conforming to the selected criterion,

e Second- and higher-order spectra algorithms, which
apply higher-order statistics of the input signals in
order to recover the channel impulse response and
subsequently calculate the equalizer coefficients,

e Probabilistic algorithms, which realize the ML or
MAP sequence estimation or suboptimum methods.

The algorithms belonging to the first category are easiest
to implement. They will be described below.

The theory of blind equalization presented by Ben-
veniste et al. [40] shows that in order to adjust the linear
equalizer properly, one should drive its coefficients in such
a way that the instantaneous probability distribution of
the equalizer output y, converges to the data input sig-
nal probability distribution pp(y). However, one important
condition has to be fulfilled — the probability density func-
tion of the input signal d, must be different from the
Gaussian one. It has been found that the ISI introduced
by the channel distorts the shape of the input probability
density function unless it is Gaussian.

The main difficulty in designing the equalizer’s
adaptation algorithm is finding a criterion which, when
minimized with respect to equalizer’s coefficients, results
in (almost) perfect channel equalization. One approach is
to calculate the error

en =Yn —8Wn) (61)

which is to be minimized in the MSE sense, where g(y,)
is an “artificially” generated “reference signal” and g(.) is
the memoryless nonlinearity. Thus, the general criterion
that is the subject of minimization with respect to the
coefficient vector ¢, is

&, = Elle,|*] = Elly, — g(y»)I*] (62)

A typical approach to finding the minimum of &, is to
change the equalizer’s coefficients in the direction opposite
that indicated by the current gradient of ¢,,, calculated with
respect to c¢,. If we assume that all the signals and filters
are complex, we get the following “reference” and error
signals:

Calculation of the gradient of &, leads to the result

Cn

+/ Im@,) (1 - g Amy.)))] x; } (64)

In practice the derivative g’(.) is equal to zero except for a
few discrete values of its argument. Thus, the stochastic
version of the gradient algorithm achieves the well-known
form

Cri1 = C, — UE,X), (65)

where this time the error signal &, is described by Eq. (63).
Unfortunately, the optimum nonlinear function g(.) is
difficult to calculate. Bellini [39] investigated this function
with several simplifying assumptions. Generally, function
g(.) should vary during the equalization process. Most
of the gradient-based adaptation algorithms are in fact
examples of the Bussgang technique, although they were
found independently of it. Below we list the most important
versions of the gradient algorithms, quoting the error
signals that are characteristic for them.

e Sato algorithm: &, =eS =y, — Agcsgn(y,), where
csgn(y,) = sgn(Re(y,)) +jsgn(Im(y,)), As is the
weighting center of the in-phase and quadrature data
signal components,

e Benveniste—Goursat — algorithm: &, = ef =kie, +
kole,leS, e, =y, —dec(y,), ki1, k: are properly
selected weighting coefficients,

e Stop-and-go algorithm: &, =e5% = fERe(e,) + jf!
Im(e,), e, =y, — dec(y,), the weighting factors f%,
ff turn on and off the in-phase and quadrature com-
ponents of the decision error depending on the proba-
bility of the event that these components indicate the
appropriate direction of the coefficients’ adjustment,

o Constant-modulus (CM) algorithm: &, = e% = (ynl? =

R5)y,, where R; is a properly selected data constella-

tion radius.

The CM algorithm, although the most popular among the
four described above, loses information about the phase of
the received signal. Therefore, it has to be supported by
the phase-locked loop in order to compensate for the phase
ambiguity.

The second group of blind algorithms applied in channel
estimation or equalization are the algorithms using the
methods of the higher-order statistics of the analyzed
signal.

A survey of the higher-order statistics applied in
adaptive filtering can be found in Haykin’s book [4]. Let
us concentrate on the second-order statistics methods,
showing an example of such an algorithm [41]. If the
signal on the channel output

L-1
x(t) = deh(t —kT) +n(@) (66)

k=0

is sampled once per data symbol period, it is not possible to
identify the samples of the channel impulse response based
on the autocorrelation function of these samples. However,
it is possible to do this if the signal is oversampled or
received from the antenna arrays, that is, if more samples
per data symbol are processed by the algorithm. If the



signal is sampled m times in each data period 7', then it
can be expressed in the vector form as

X1 L1 hyg Vi
X, = t = Z dn—k +
Xm.n k=0 hm.k Vm.k
L-1
= Z hidn—i + v (67)
k=0

On the basis of the signal vectors x,, we can estimate the
matrices

N
. 1 .
Cx(l) = Zﬁ k=Ei+1 XX, ;1= -L+1,...,.L—-1 (68)

and calculate the power density spectrum estimate in the

matrix form
L1

QE) = > C.i)e (69)

j=—L+1

By eigendecomposition of @ we can obtain the principal
eigenvector, which is also described by the equation

L-1
c(w) =@y " hye™ (70)

k=0

In order to calculate the channel impulse response
samples, we take N > 2L + 1 uniform samples of ¢(w;)
and form an appropriate system of linear equations. The
solution of the system is the set of samples of the channel
impulse response and weights a; = exp(ja(w;)). The
estimated channel impulse response can be subsequently
applied in the sequential algorithm or serve as the basis for
the calculation of the equalizer coefficients. The simulation
results reported by Xu et al. [41] show that satisfactory
results can be achieved already with N =50 sample
blocks. A low number of input signal samples necessary for
reliable channel estimation is the main advantage of the
methods using second-order statistics as compared with
the Bussgang techniques using the gradient algorithm.
The price paid for fast channel estimation and equalization
is high computational complexity of the algorithms.

The algorithms applying higher than second-order
statistics generally use the cumulants of the input signal
samples and their Fourier transforms called polyspectra.
Polyspectra provide the basis for the nonminimum phase
channel identification, thanks to their ability to preserve
phase information of the channel output signal. The
main drawback of the higher-order statistical methods
is an extensive number of signal samples necessary to
estimate the cumulants with sufficient accuracy and high
computational complexity of the algorithms.

The third group of blind equalization algorithms relies
on the joint channel estimation and data detection. Usually
the maximum-likelihood criterion is applied, which in the
blind case is expressed in the form

nha n) = o o
argp(x,|h, d,) ﬁl;g @ro?y

-1
Xi— Y hidi
#=0

2

1 n
X exp = (71)

i=1
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The channel identification can be performed after recep-
tion of the signal sequence x,, = (x1,...,x,) by averaging
the probability density function over all possible data
sequences of length n. Subsequently, the Viterbi algorithm
can be performed that finds the best data estimate in the
ML sense. There are several other versions of joint channel
data sequence estimation (see Ref. 42 as a representative
example).

11. CONCLUSIONS

In this tutorial we have concentrated on the problem
of equalization for point-to-point transmission. Limited
space did not allow us to describe many other
important issues such as multiple-input/ multiple-output
(MIMO) equalizers [43], the principle of per survivor
processing [44], or equalization and MLSE detection
performed jointly with diversity reception in mobile radio
channels [e.g., 45]. Other interesting subjects are adaptive
equalization in the frequency domain and adaptive
channel equalization in the OFDM (orthogonal frequency-
division multiplexing) systems.
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1. INTRODUCTION

The explosive growth of wireless communications has
motivated the “re”consideration of spread-spectrum tech-
niques for multiuser communications. As the phrase
suggests, “multiuser” communication systems offer com-
munication services to multiple users simultaneously. Our
focus is on a system as depicted by Fig. 1. In such a system,
multiple users share a communications channel. The term
“channel” is both abstract and physical; it describes the
link between the transmitter(s) and the receiver(s). Thus,
it could refer to free space or even a body of water. For free
space, the channel is typically defined by a band of frequen-
cies and characterized by the physical topology between
the transmitter(s) and the receiver(s). This multiuser
system can also be termed a multipoint-to-point commu-
nications system in contrast with a point-to-multipoint or
broadcast system as employed for broadcast radio trans-
mission and broadcast television. In broadcast channels,
a single information stream is transmitted from a cen-
tralized transmitter to be received by multiple receivers.
The objective of the receiver in our multipoint-to-point or
multiple-access system is to ultimately demodulate the
information stream of one, some, or all of the active
users in the system. The receiver is thus the recipient
of the different information signals of multiple users.
Examples of multiuser communication systems include
cellular communications, local-area networks, computer
communications networks (such as the Internet), tele-
phone networks, and packet-radio networks. Note that
while Fig. 1 distinguishes the interference, or additive
noise, that can be contributed by the channel, from the
contributions from the individual users, in a sense, each
active user in the system can represent a noise source for
every other user in the system. The challenge of designing
a receiver that operates well in a multiuser environment
is to mitigate the effects of both the interfering users as
well as the effects inherent to the wireless channel due to
propagation and ambient channel noise.
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Spread-spectrum signaling while somewhat bandwidth
inefficient relative to more traditional narrowband sig-
naling schemes offers certain advantages for radio com-
munication systems. The wideband nature of the signal
facilitates channel estimation and enables the resolu-
tion of multipath (described in more detail in Section 5).
Multipath occurs to the presence of obstructions such as
buildings, trees, and vehicles in the path between trans-
mitter and receiver. Because of these obstructions, the
transmitted signal is reflected, absorbed, and diffused; the
received signal is in fact a sum of delayed and atten-
uated replicas of the originally transmitted signal. The
access schemes associated with spread-spectrum technol-
ogy tend to be more flexible. Statistical multiplexing can
be exploited since all active users have bursty commu-
nication. Thus, there is potential for a capacity increase
relative to narrowband signaling systems.

We shall focus on adaptive schemes for data detection;
however, adaptive algorithms can also be developed for
adaptive estimation of key communication parameters
such as the channel, the number of active users, timing
information, etc.

1.1. Access Methods

The emphasis of this entry is on signaling and detection
methods appropriate for multiuser radio communications;
however, it is observed that multiuser demodulation
methods have found application in a variety of other
fields including radar signal processing and medical
imaging. There are many ways in which the radio
channel resource can be shared. Two more classical
methods are frequency-division multiple access (FDMA)
and time-division multiple access (TDMA) (see Fig. 2). For
illustrative purposes, one can view the communications
resource as having two dimensions: frequency and time.
In reality, other dimensions are available such as space
[48,60].

The first wireless mobile communications system,
the advanced mobile phone service (AMPS) employed
FDMA as the multiuser access technology in 1977. In
FDMA, each user is assigned a frequency band; the user
can communicate continuously employing this frequency
“slot.” Commercial radio and broadcast television employ
FDMA as a method of transmitting many different station
signals to an individual receiver. In TDMA, each active
user is assigned a nonoverlapping time slot. During its

Receiver

b, —=| Spread Transmit L | \ogulate
power
b, —=| Spread Transmit | _| \ogulate
power
Transmit
by —{ Spread power —| Modulate

Channel
Additive

noise

Figure 1. Multiuser system.
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Figure 2. Multiple-access methods: (a) frequency division;
(b) time division; (e) code division.

assigned time slot, the active user transmits over the
entire frequency band allocated to the TDMA service.
The TDMA access scheme can be considered to be the
dual of FDMA: users are assigned non-overlapping time
slots and utilize the entire frequency band during this
time slot. Users share the resource by communicating
one at a time, in round-robin fashion. Currently, there
are three variations of TDMA in use for commercial
wireless communications. The Global System for Mobile
Communications (GSM) is widely deployed in Europe,
North America, and parts of Asia in the 900-, 1800-,
and 1900-MHz frequency bands. In place in Japan, is the
Pacific Digital Cellular system, which also employs TDMA.
And finally, North American Digital Cellular exists in
North America at the 800- and 1900-MHz bands.

Both of these methods, FDMA and TDMA, assign
orthogonal channels to each active user and have a
predetermined maximum number of users that can be
serviced simultaneously. We thus consider TDMA and
FDMA to be fixed resource allocation schemes. We note
that if there are fewer users than the maximum number of
“slots,” resources can be wasted (not used) for these fixed
resource allocation schemes.

The multiple access strategy of interest for this work, is
code-division multiple access (CDMA), also illustrated in
Fig. 1. In CDMA, each active user is assigned a waveform
that exploits the total time and frequency bands allocated
for the service. Both TDMA and FDMA can be considered
as special cases of CDMA. By allowing for user waveforms
with more general characteristics, CDMA signals can be
designed to be more immune to the effects of the wireless
channel and to allow more users to share the radio channel.
This additional user capacity, however, will come at the
expense of degradation in performance or at the expense

of a more sophisticated and thus generally more complex
receiver structure.

The particular type of CDMA considered here is
direct-sequence  CDMA (DS-CDMA). In the present
implementations of standardized DS-CDMA, (long code)
the spreading sequence is time-varying and has a period
that is equal to that of many symbol intervals. In short
code DS-CDMA, the waveform assigned to each user is
generally a sequence, s, drawn from a finite alphabet
(e.g., {£1/+/N}, where N is the length of the sequence)
and modulated onto a pulseshape p(¢) (e.g., a rectangular
pulse shape or a raised cosine pulseshape). To provide
a consistent definition of signal-to-noise ratio per bit,
the spreading waveforms are normalized |s||?> = 1. The
parameter N is the length of the spreading sequence and
is also known as the processing gain. It is a measure of the
bandwidth expansion offered by the spreading operation.
In distinguishing “short code” DS-CDMA, we focus on
systems where the same spreading sequence is used for
each bit transmitted. An example is

1
s=—[-1,-1,+1,-1,+1, -1, +1, +1]
VN
1 tel0,T)
t =
p® {0 else

The parameter T, is called the chip duration and the
symbol duration is thus 7' = NT.. The spreading sequences
are chosen to have desirable autocorrelation and cross-
correlation properties [50].

While versions of FDMA and TDMA have been
standardized for some years, standards for DS-CDMA
are relatively recent. In 1993, IS95 was the first interim
standard for the CDMA protocol. Since then several
revisions have occurred. The current, second generation,
CDMA personal communications system (PCS) is in the
1.8- and 2.0-GHz bands.

The focus on DS-CDMA is motivated by the imminent
adoption of the DS-CDMA-type signaling in a variety
of third generation wireless standards [1,11,38]. It is
observed that for both the frequency-division duplex (FDD)
and the time-division duplex (TDD) modes of UMTS, DS-
CDMA multiple access is laid over the FDD and TDD
duplexing schemes [16].

As a concluding note to the discussion of multiple-
access schemes, we observe that TDMA and FDMA are
special cases of CDMA, where typically the “spreading
waveforms” are mutually orthogonal. Thus, with proper
signal description, the methods described herein have
utility for TDMA and FDMA systems where there is
adjacent or co-channel interference (CCI) caused by
dispersion or insufficient frequency reuse.

1.2. The Need for Adaptive Systems in Wireless
Communications

The objective of this chapter is to introduce methods
for the adaptive demodulation of data in DS-CDMA
systems. Adaptive algorithms are instrumental for
providing consistent performance in unknown or time-
varying environments. Adaptive methods can implicitly
reveal unknown parameters of a system or can be



used to track these parameters as they change over
time. These characteristics of adaptive methods make
them particularly suitable for wireless communications
systems. In contrast to communication environments
with relatively fixed characteristics, as is found in the
wired environment of classical telephony, the wireless
communication channel is time-varying [60]. This time-
variation stems from a variety of sources: mobility of
the user, changes in the active user population, and the
potential mobility of interference sources. As a mobile user
moves, the orientation of the user and the structures that
absorb, reflect, and diffuse the user’s transmitted radio
signal change, thus changing the number of replica signals
impinging on the receiver from the mobile user and further
changing the amount of attenuation experienced by each
signal. Further variability is induced by the fact that users
rarely maintain a truly constant speed, especially in an
urban environment. In a wireless communications system,
users enter and exit communication in a bursty fashion.
As noted earlier, each active user can be considered
a form of interference for other users in a DS-CDMA
system. Thus, with a time-varying user population, the
interference experienced by a single user also varies
with the population. Furthermore, as vehicles and other
sources of scattering move themselves, this movement will
also affect the channel experienced by the user. Another
possible scenario is one in which the receiver has only
partial knowledge of the communication or interference
environment. Thus, in a cellular system, a base station
may have accurately estimated parameters for the active
users within that cell, but may not have information
about out-of-cell interferers. Thus, it is clear that the
wireless channel is diverse and changing. Because of these
inherent characteristics of the wireless communications
environment, we shall see that adaptive algorithms can
be used to mitigate the effects of this channel.

2. SIGNAL MODEL

For illustrative purposes, we initially focus on a simplified
communication scenario: bit-synchronized multiple users
communicating over an additive white Gaussian noise
(AWGN) channel. We shall assume that the front-end filter
of the receiver is synchronized to the users and is coherent.
The chip-matched filtered signal can be represented as a
sequence of vectors:

K
r() = ZAkbk (@)sr +n()

h=1
= SAb() +n(@)
where S = [s1, So, ..., Skl

A =diag [A;, As, ..., Ag]
b(@) = [b1G), b2 @), ..., b @)]"

where K is the number of active users and n(i) is the
additive noise process, modeled as a white, Gaussian
random vector process with zero mean and covariance
o02Iy. The matrix I is an L x L identity matrix. User
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k’s received amplitude, data bit at time i and spreading
sequence are denoted by Aj, b.(i), and s;, respectively.
Herein, we shall assume binary phase shift keying (BPSK)
data; that is b, (i) = £1. If required, the statistical model
for the data is that b,(i) takes on its binary values with
equal probability (3).

To facilitate the description of some classical
nonadaptive multiuser receivers, we introduce the
following notions. It can be shown that a set of sufficient
statistics for detecting the data of a single user or all users
in a multiuser DS-CDMA system is the output of a bank of
filters matched to the spreading code of each active user.
These matched filter outputs are defined as

y(@) = Sr@i) = RAb() + ()

where R = S”S. The noise present in the system is now
colored, n@i) ~ MOk, c?R), where 0; is a L x 1 vector
of zeros. The K x K cross-correlation matrix R can be
interpreted as a catalog of how far apart pairs of spreading
codes are in the multiuser system. The Euclidean distance
between two spreading codes is

2 2 2 H
s — sill” = lIsill” + lIskll” — 2si"sy

— 2 - 2R[j, k]

We shall see that the performance of any multiuser or
single-user receiver is very dependent on the values of the
components of R. Note that a set of K mutually orthogonal
spreading codes leads to R = Ig.

Another key matrix for multiuser detection is the data
correlation matrix:

C =E {rrf'} = SA%SY + ¢%1y. (1

The operator E{-} denotes expectation over all random
quantities in the argument, unless otherwise specified.
We next briefly review five important static multiuser
receivers: the conventional receiver, the decorrelating
detector, the minimum-mean-squared-error receiver, the
jointly optimal detector, and the individually optimal
detector. These receivers vary in their offered performance
and attendant complexity. In the subsequent sections,
we study various adaptive versions of a subset of these
receivers.

2.1. Conventional Receiver

This is the conventional receiver that was considered
optimal prior to a deeper understanding of multiple-
access interference (MAI). If the central-limit theorem
[e.g., 42,59] holds, then, it was originally argued, the
MAI could be modeled as AWGN Gaussian noise [e.g.,
43,56]. The optimal single-user receiver for transmission
in AWGN is the matched-filter receiver. The conventional
or matched filter receiver output is given by

b(i) = sgn (y(i)) 2)

where the operator sgn(-) outputs the sign of each
component of its argument. The conventional receiver
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is MAI-limited and incurs a high probability of error
if the power of the received signal of the desired user
is significantly less than that of the interfering users.
This undesirable property of the conventional receiver is
termed the near-far problem. We note that if a receiver
is insensitive to the near far problem it is deemed
near-far-resistant. The conventional receiver also suffers
if the system is highly loaded. We note that there
exists one scenario in which the conventional receiver is
actually optimal in terms of probability of bit error — this
occurs when the spreading codes of the active users are
mutually orthogonal. In a realistic wireless system, this
property is difficult to maintain. It is noted, however,
that the conventional receiver is very straightforward to
implement and requires knowledge only of the desired
user’s spreading waveform and timing.

2.2. Decorrelating Detector

The decorrelating detector [29,30,55] is the receiver that
zero-forces the MAI —that is, it completely nulls out the
MALI at the possible expense of removing some of the signal
energy of the user of interest. It can also be viewed as the
maximum-likelihood estimator of the vector Ab(i). This
receiver is formed by

b(i) = sgn (R™'y () 3)

The direct construction of the decorrelator requires the
knowledge of the spreading waveforms of all the active
users and the associated timing information. Despite the
simplicity of this receiver, the decorrelator shares many
properties with that of the optimal detector to be discussed
in the sequel.

2.3. Minimum Mean-Squared Error Receiver

To introduce the linear minimum-mean-squared error
(MMSE) receiver [32,67], we first discuss a generic linear
receiver. Let z(i) be the soft output of a general linear
receiver M; then

z(@) = Mr() 4)
b(i) = sgn (2()) ®)
Then, the MMSE receiver is determined by

_ . . _ . 2
M = argminE {|b() — z()|*} 6)

Two equivalent solutions, ignoring positive scalings, are
given by

M = ST(SAZST + o2Iy) ! (7
= (R +02A72)7 18T (8)

The two forms of the MMSE receiver can be shown to
be equivalent through the use of the matrix inversion
lemma [15,25]. Thus, the MMSE estimate of the data is
given by

b() = sgn (R +0?A72)71y()) ©)

In addition to the information required by the
decorrelating detector, the MMSE receiver is also a
function of the received amplitudes of the active users
and the noise variance. In general, the MMSE receiver
outperforms the decorrelating detector. As will be observed
below, decentralized implementations of the MMSE
receiver (and decorrelator) exist. In considering these
decentralized receivers, a few observations can be made
in regard to asymptotic behavior. As the noise variance
grows (62 — oo) or as the interfering amplitudes diminish
(Ag,...,Ax — 0), the MMSE receiver approaches the
conventional receiver. Alternatively, as the noise variance
decreases (62 — 0), the MMSE receiver converges to the
decorrelating detector. The MMSE receiver performs the
optimal tradeoff in combating multiple access interference
versus suppressing ambient channel noise in a linear
receiver.

2.4. A Few Points on Linear Receivers

We note that the prior receiver algorithms are all linear
in nature. To summarize, the bit decision for a particular
user —say, user 1 —can be written as

b1G) = sgn (cflr()) (10)

Note that for data demodulation, a positive scaling of the
receiver does not affect the decision. Thus for o > 0, both
c; and ac; yield the same decision. For the sequel, we
shall note the soft-decision statistic for user % as

2 (i) = clr(i) (11)

Thus, for the joint receivers discussed above, we can define
the following single user (decentralized) linear receiver
vectors:

1. Conventional receiver ¢, = s,

2. Decorrelating detector ¢, = Sp, where p, the kth
column of R~!

3. MMSE receiver ¢, = Smy,, where m,;, the kth column
of R+ 02A2)1

In addition, we also define the error sequence for a time-
varying linear receiver c(i):

er(@) = bp(i) — e ()r () (12)

Many of the adaptive algorithms to be discussed herein
update the ith instantiation of the parameter vector by a
function of the value of the error.

We next consider nonlinear receivers. These receivers
are sometimes more complex to implement than the
linear receivers discussed above; the benefit of this added
complexity is improved performance.

2.5. Jointly Optimal Detector

The jointly optimal multiuser receiver is formed
by determining the maximum likelihood estimate of



b [63,64]. Thus
b(i) = arg maxp(y(i)[b) (13)
= arg max 2b()Ay (i) — b()TARAb() (14)
= arg r%xsz(b(i)) (15)
where
Q(b) = 2bTAy — bTARAD (16)

The spreading waveforms and amplitudes of all active
users are necessary to construct the jointly optimal
receiver. Note that the decorrelating detector requires
only the spreading waveforms of the active users and not
the amplitudes.

2.6. Individually Optimal Detector

The individually optimum receiver achieves the minimum
probability of error for the user of interest [63,64]. Without
loss of generality, we shall assume that user 1 is the
intended user. Then, the individually optimum receiver is

obtained by
o Q(b)
X
P 202

a7

A Qb
b1(i) = sgn Z exp( 2((72)> - Z

b,by=1 bby=-1

The individually optimal detector requires the same set
of parameter knowledge as the MMSE detector: user
spreading waveforms, amplitudes, the noise variance, and
timing. We observe that the individually optimal detector
converges to the jointly optimum receiver as ¢ — 0.
Other nonlinear receiver structures exist such as
serial or parallel interference cancellation schemes. In
such algorithms, estimates of certain bits are used to
reconstruct the contribution due to a subset of users,
which is in turn subtracted from the received signal, thus
diminishing the multiple access interference. Adaptive
versions of such receivers have been considered [e.g.,
26,40,68], although we do not focus on them here.

3. ADAPTIVE SYSTEMS

We begin by discussing a generic adaptive receiver
algorithm and desirable properties of such an adaptive
system. As in any equalizer design, adaptive multiuser
receivers can be direct or indirect. In the direct adaptive
detectors, the adaptive algorithm demodulates the data
directly. In the indirect implementations, the adaptive
subsystems adaptively estimate parameters that are then
utilized in a receiver of fixed form. An illustration of these
two methods is provided in Fig. 3.

Let the objective function!' of interest be defined as
J(e). Our goal is to determine the parameter vector ¢
such that the objective function is minimized. Typical cost

I The objective function can also be termed the cost function.

ADAPTIVE RECEIVERS FOR SPREAD-SPECTRUM SYSTEMS 99

. . A
r(i) —| Data estimator |———» by (i)

Ckli)

ex(f)
Update algorithm <—<—>

by (i)

Receiver A
f(ciiy 2y cpay [ bwli)

!

r(f) Estimator |— ci(i) k(i) cf(i)

Receiver parameters

Update

by (i)- - -
(i)~ algorithm

Figure 3. Direct and indirect implementations of adaptive
receiver structures.

functions include the mean-squared error and the mean
output energy. These cost functions will be discussed in
more detail in the sequel.

Because of the stochastic nature of communication
signals, the cost functions of interest will typically have
the following form:

J(c) = E{j(c,n)} (18)

The expectation is taken with respect to all random
quantities present in the received signal r. If the cost
function is convex in the unknown parameter vector, we
can consider the method of steepest descent to determine
the desired stationary point [17]. The method of steepest
descent updates the parameter vector estimate in the
direction opposite to the gradient of the cost function.

Ideally, update of the multidimensional parameter
vector ¢(i) is conducted by

ci)=c@—1) —uVd(e@—1)) (19)

The scalar u, called the step size, is selected to ensure
convergence of the adaptive algorithm while offering a
reasonable convergence rate. These two objectives are
conflicting.

The true gradient is often impossible to determine as
it may require the statistics of the received signal (which
are often presumed unknown as they could be employed
to derive a nonadaptive receiver, if such quantities were
known). Thus an approximation to the gradient is used:

V(e — 1) ~ Vj(e@ — 1), r(i)) (20)

The justification for such an approximation is provided
by the fact that under sufficient regularity of the cost
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functions and the probability distribution functions of the
embedded random processes

V(e — 1) = E{Vj(c@ - 1), r@®)} 21

4. ADAPTIVE DETECTION ALGORITHMS

Two types of adaptive algorithm are possible. In the
first case, a training signal is used to update the
adaptive algorithm. This data signal is known at both
the transmitter and the receiver. This training signal
is essentially a known data sequence for one or some
of the active users [e.g., b.(i)]. The adaptive algorithm
typically employs this training signal to form an error
signal that is used to drive the update. In contrast, in
blind adaptive algorithms, there is no training signal
and cost functions based on the statistics of the signal
are formed and updated. In training-based systems, no
meaningful data are transmitted during training; thus
it is sometimes argued that training-based systems are
not bandwidth-efficient. However, many blind algorithms
require a considerable amount of observations (with
embedded unknown data) before reliable estimates are
achieved. Our focus is on training-based algorithms.

4.1. Adaptive Least Mean Squares

We shall assume a linear receiver for user 1. Thus the
data are estimated via

b1(i) = sgn (crms ()7r()) (22)

For the adaptive least-mean-squares (LMS) algorithm, the
cost function is the mean-squared error:

J(©) = E{b:1() — c"r()?} (23)

The parameter vector is the desired linear receiver. The
estimate of the parameter vector at time i (¢(7)) is obtained
by employing the method of steepest descent. Thus

c@)=c@i—1)— uVd(e@i@—-1)) (24)
=c(i—1) — pE{r@) G -1 — el — DPr@)} (25)
~e(i— 1) — ur@) (i@ — 1) —e@ — Dr@)  (26)

The cost function of interest here, the mean-squared
error, is a special case of the least-mean p norm:

J(c) = E{|b1() — cr(i)F} (27)

It is noted that the cost function above is convex for
1 < p < oo. The nonstochastic form of the cost function
above was investigated for determining adaptive mul-
tiuser receivers for systems with non-Gaussian additive
noise modeled as a symmetric alpha-stable process [27].
The resultant adaptive algorithm is given by

c() = e(i — 1) + uplb1() — e — DFr@) P
x sgn (b1(i) — (i — D"r@)r@)

Clearly when p = 2, the algorithm above reduces to the
adaptive LMS algorithm noted above.

4.1.1. Convergence Analysis of LMS. The sequence
{e(®}2, is a sequence of random vectors. It is of interest to
investigate the limiting behavior of this random sequence
to determine the efficacy of the update algorithm. The
typical convergence analysis provided for adaptive LMS
algorithms is the study of the asymptotic bias of the
update algorithm. Thus, we seek to determine whether
the following is in fact true:

lim E {c()} < emuse (28)
Recall that the optimal MMSE receiver is given by
cavse = (SASH 4 0%Iy) 's; (29)

To study the convergence behavior of LMS to this desired
parameter vector, we define the parameter error vector,
v(i) = ¢(i) — eyuse. The evolution of the mean error vector
can thus be described as

E{v()} =E{v(i — 1)} - uE{r@r@)"vi - 1)
+ 1E {r@)r@d"jemuse (30)
= [Iy — n(SA’S" + o IVIE(v( — 1)} (31)
where
E r(i)ri)7} = SAZSY + 521y (32)
The vector ¢(i — 1) is a function of all prior received signal
vectors, r(0),r(1),...,r@ — 1), but is independent of the

current observation r(;). We define the following matrix
and its associated eigenvalue decomposition:

C(w) = Iy — n(SA’SY 4 o%Iy) (33)

=VA@u)VH (34

where A(w) is a diagonal matrix of the eigenvalues (1;(1))
of C(n) and V is a marix whose columns correspond to the
eigenvectors of C(u). Thus

E{v@®)}=CwE{v@-1)} (35)

Because of the orthonormal property of the eigenvectors,
we obtain

VAE {v(i)} = A@wV7E {v(i — 1)} (36)
E{v@®} =AWE{v@E-1)} 37

where
VEZE (v(i)} = E{¥ (i)} (38)

We can now rewrite the linear transformation of the error
vector at time i as a function of the initial error:

E{V()} = AW'E {¥(0)} (39)
= diag [A} (), 25(w), ..., Ay (WIE {¥(0)}  (40)



The system is stable, that is, the expected error vector
converges to zero if 0 < |A;()| < 1, this implies that

0<u< Vi (41)

Ai ()

If we denote Apma.x as the maximum eigenvalue of the
matrix SA?SH, then a fixed step size that achieves the
desired convergence must fall within the following range

(42)

A key concern about the implementation of an adaptive
algorithm is that the rate of adaptation of the algorithm
be matched to the underlying rate of change of the
time-varying system. For certain fast-fading channels
(see Sections 4.5 and 5.1), certain families of adaptive
algorithms cannot be used because they cannot track the
channel variations.

4.2. Recursive Least-Squares Methods

The recursive least-squares algorithm differs from the
adaptive LMS algorithm just derived in that the cost
function is a deterministic one. For an observation record
corresponding to M symbols, it is desired to minimize the

metric
M

J(e) =) M e@’, (43)

i=1

where A is deemed the forgetting factor and is assumed
to be 0 < A < 1. With this form of weighting, more recent
observations are given more weight than are previous
observations. As before, the desired parameter vector is a
linear receiver, thus

b1(i) = sgn (cris()r(i)) (44)

The resultant algorithm, which exploits the matrix
inversion lemma (to avoid a computationally expensive
direct matrix inverse) is given as follows:

AP — Dr@)

k@) = I PG - DrG) (45)
¢(@) = b1G) — e — DFr@) (46)
ci)=ci—1)+k@c@) 47)

PG =2""PG - 1) - A k@r@)FPGE - 1) (48)

The typical initialization of the algorithm is with P(0) =
5~ Iy and ¢(0) = Oy, where § is a small positive constant.
In the multiuser receiver context, we can also initialize
the weight vector to be ¢(0) = s;; thus, the receiver is
initialized as the conventional matched-filter receiver. The
vector k(i) is called the gain vector. We also note that P(i)
is the current estimate of the inverse of the weighted (each
observation is weighted by 1) data correlation matrix.
There is a subtle distinction between the tentative error
sequence ¢ (i) and the current error sequence e(i), in that
¢(@) employs the past value of receiver vector c¢( — 1)
while e(i) is formed with ¢(i). This error is often termed

ADAPTIVE RECEIVERS FOR SPREAD-SPECTRUM SYSTEMS 101

the prediction error as it uses the past estimate of the
receiver to predict the current data.

For the general case (linear estimation of a scalar
process), one can show that the RLS algorithm has a
rate of convergence that is far superior to that of the
LMS algorithm [17]; however, this comes as the expense
of greater computational complexity. Theoretically, the
RLS algorithm produces zero excess mean-squared error.
This result is dependent on the presence of a statistically
stationary environment, which is not typically experienced
in a wireless communications channel. Finally, the
convergence of the RLS algorithm is not dependent on
the eigenvalue spread of the data correlation matrix.
In contrast, the LMS algorithm’s convergence speed is
dependent on this eigenvalue spread. The implication
for DS-CDMA systems is the fact that the eigenvalue
spread can be quite large in a system where there is
a great disparity in received powers amongst the users.
Thus, if tight power control is not in place, the LMS
algorithm will experience slow convergence. However, for
many scenarios, this improved convergence speed for RLS
is in fact not observed [65].

We conclude this subsection by noting a work [5]
that considers the steady-state behavior of LMS and
RLS operating in a multiuser environment by employing
the results on steady-state excess mean-squared error
provided elsewhere [12,17].

4.3. Adaptive Linear Minimum Probability of Error
Receivers

Through performance comparisons and analysis, it can be
shown that the MMSE receiver (and thus the convergent
adaptive LMS receiver) offers strong performance and can
combat multiple-access interference (MAI). However, in
a digital communications system, the true performance
metric of interest is the probability of bit detection
error rather than the mean-squared error. Thus, we next
consider a set of adaptive linear receivers that endeavor
to minimize the probability of bit detection error.

Let the transmitted, noiseless, multiuser signal be
represented as

K
m(i) = Y Apbi(i)s, = SAb() (49)

k=1

Then the received signal is simply r@) = m(@) +n(@).
Conditioned on knowing all of the parameters of the
interfering users, that is, if we know the matrices S,
A, b completely, then the probability of error for the bit
interval i for a linear receiver ¢(i) is given by,

bl(i)C(i)Hm(i)>

P.(b.c) =Q < olle@|]

(50)

where Q(x) is the complementary cumulative distribution
function? of a zero-mean, unit-variance Gaussian random
variable.

2Q(x)—fooiex —f dv
BRIV =htd BECN e
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The goal of the adaptive minimum probability of error
receiver is to determine the optimal receiver vector ¢* that
satisfies [34]

c' =arg mcinJ (e) (51

where
J(¢) =E{P.(b, c)} (52)

The method for updating is also based on steepest
descent; thus we invoke Eq. (19). We also approximate
VE {P,(b, ¢)} =~ VP.(c(i), b(i)). It has been shown [34] that
this approximation is an unbiased estimator of the true
gradient. The desired update procedure is

c(i) = ei — 1) — uVP.(c(i). b(i) (53)
Celi—l)—p— —
- W=
1 /b1G)ei — DEFmG)\>
: {exp (_5 ( olleG — DI ) ) o9
bi)mG)  byG)el — DPm()
x [auc(i DI T oD ¢T 1)]} (55)

This detector is deemed the clairvoyant adaptive
receiver [34] as it requires the knowledge of the
transmitted signal m() and not just the training
sequence b;(7). This unrealistic assumption is removed
by performing a maximum-likelihood estimation (MLE)
operation to determine an estimate for m(i). Thus m(i)
above is replaced with m(i), where

m(@) = SR18%r() (56)

Therefore, the estimated transmitted signal vector is sim-
ply the projection of the received signal onto the subspace
spanned by the spreading codes of the active users.

The function J(c) given above is not strictly a convex
function. However, in [34], a series of conditions are
established that ensure convexity. In brief, at each
iteration of the update algorithm, the receiver must be
near-far resistant.

An alternative approach to minimizing the probability
of error through an adaptive linear receiver has been
investigated in [49], where the cost function of interest is
the expected value of the single-letter distortion measure,
L(ro,r;e). For simplicity, we assume that the prior
probabilities of the BPSK transmitted data for the desired
user are o = ; = 3. Then

¢(ro, r1;¢) = H{[1+sgn (c”ro)l + [1 —sgn (c“rpl} (57)

The vectors ry, r; represent training signals given that
b; = —1 and b; = 1 respectively:

ro—= I‘(l)|b1 =-1 (58)
r;=r@)|b; =+1 (59)

Thus, if the receiver vector, e, achieves correct decisions,
f(ro,r;;e) = 0. The cost function is strictly positive if
errors occur. Note that

P, =E{{(ro,r1;0)} =J(c) (60)

This cost function is independent of the underlying noise
distribution. Thus the methods described below can be
applied in scenarios where non-Gaussian (impulsive) noise
is present. Steepest descent methods can be considered
where the noisy estimate of the gradient of J(e) is used.
In this case

c@) =c@—1) — u,V¢(xg, r1;0) (61)

However, in contrast to the adaptive minimum probability
of error receiver discussed earlier, determining the true
gradient poses difficulty. Thus the adaptive receiver
update algorithm is constructed by determining one or
two-sided difference approximations to the gradient of
J(e). For example, construct the following vector function
at time i

x(c(@) = [x(e@))1, x(c(@))2, ..., X(e@)n, ] (62)

1
x(c(@); = m{[c(ro(i), r1(i); c(@) + a(i)e))]
— [ (o), r1(); (@) — a(i)e)]} (63)

where the vector e; is the jth coordinate unit vector; «(7)
is selected such that «(i) = gi~/ for some B8 > 0. The
receiver update algorithm with the approximate gradient
in place is given by

c@) =ci—1) — pux(e@—1) (64)

With key conditions on the step size sequence (u;) and the
perturbation rate « (), it can be shown that the recursion
in Eq. (64) converges with probability 1 to the minimizing
value of ¢*. Under the assumption of AWGN, necessary
conditions can be established to ensure the convexity of
the cost function of interest.

Numerical results show that for the scenario of a
strong desired user, the adaptive algorithm in Eq. (64)
achieves a significant performance improvement over
the adaptive LMS algorithm, the true MMSE solution
and the decorrelating detector. However, as the near-far
ratio increases, these three algorithms achieve comparable
probability of error.

Finally, it is noted that the work of Yeh and Barry [69]
can be viewed as the generalization of these two
approaches for multiuser detection to the equalization
of single-user intersymbol interference channels. Thus
a steepest-descent approach for the probability of error
in Gaussian channels as well as a steepest-descent
method based on a single-letter distortionlike measure
are considered. Further, low-complexity approximations
and convergence rate increasing alternatives are also
investigated.

4.4. Adaptive Optimal Receivers

Because of the assumption of additive Gaussian noise,
the form of the individually optimal receiver described
by Eq.(17) is the same as a radial basis function
(RBF) network. Thus, methods previously considered to
adaptively update the parameters of such a network can



be employed to form an adaptive multiuser detector [36].
The general form of a RBF network output is given by

=3 1o (o) (65)
= K
Here ®(-) is a continuous, nonlinear function from R+t —
9T (other conditions on ®, which stem from regularization
and approximation theory can be found in [45]). The input
vector is r(i), m; is called the center of the RBF neuron,
o; is the spread of the neuron, and the w; are the weights
that optimize some performance criterion. The methods
by which the ®(-), m;, g, and w; are selected, constitute
much of the research on RBF networks. Traditionally,
the centers were randomly chosen from the given data
set; the spreads were then calculated by determining the
minimum distance between centers using the appropriate
distance metric and the weights could be solved for given
a simple error criterion (e.g., MMSE) [28]. Methods for
determining these network parameters are often unique
to the application for which the RBF network is used.
The application of RBF networks as multiuser receivers
is inspired by the work of Chen et al. [7] and Chen and
Mulgrew [8], who used these networks and modifications
thereof to perform equalization of intersymbol interference
(ISI) channels. While intersymbol interference is
analogous to MAI, the distinctions between these two
noise sources imply that modifications of the previous
RBF techniques are necessary to ensure good performance
from the RBF network as an adaptive multiuser detector.
By inspecting Eq. (17), the decision rule for the individ-
ually optimum receiver, we see that we can rewrite the
decision rule as a function of the received signal (versus
the matched filter outputs) as follows:

oK-1

. 1.

b1(i) = sgn le exp {—@nm) -9, —gjn?}
pa

oK1

— Y exp i) - @ — P
— 202 =0 5
i

This decision rule can then be mapped to the RBF net-
work with the following definitions of key functions and
parameters:

P (x) = exp{—x*} (66)

0 = V20 67)

(where o2 is the Gaussian noise variance)

9, = (-D"Ass (68)
K

w,= ZAkkak (69)
k=2

(for some permutation of the b; values)

my e {p+ 6. p +O1j=1....251  (70)
1 if m; = p, + 0
wi=1_1 w

if m= i, + © (71)
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With this mapping in hand, we turn to methods used
to train RBF networks to determine the centers and the
weights. We first present a supervised learning algorithm
whereby the data of all active users must be known;
this is akin to the clairvoyant receiver of Ref. [34]. With
known bits, it is known to which center a received signal
corresponds. Given i observations of the received signal,
we update the centers as follows:

b(@) < index,j (72)
—1 1
1) = ——mhy(i — 1) + <) (73)

This supervised algorithm is somewhat impractical as
it requires coordination of all active users to send
training data simultaneously. Next the k-means clustering
algorithm [31] is described:

index, j* = arg mlin Iy G — 1) —r@)|? (74)
i —1 1
thy. (i) = ‘Tmﬁz(i — 1)+ 22 () (75)

The convergence of the supervised algorithm to the true
centers trivially follows from the law of large num-
bers [42,59]. The convergence of the k-means algorithm
has been investigated [31]. To speed up convergence, the
k-means algorithm can be initialized with estimates of
the centers using matched-filter outputs to perform coarse
amplitude estimation. Then all possible permutations of
the noiseless received signal are constructed.

To adaptively determine the weights, a LMS update is
considered:

w(i+1) =w(@) + pzi1() — bi1())2(r @)

where p is the adaptation gain, z; = w(@)H®(r(i)) is the
output of the RBF network at time i, and ®(-) is the vector
RBF nonlinear functions applied to the input. It has been
shown [36] that even with estimated centers, the mean
weight vector is a positively scaled version of the desired
weights.

4.5. Reduced-Rank Adaptive MMSE Filtering

We return to linear adaptive receivers to consider
reduced-rank adaptive MMSE algorithms. To introduce
the reduced-rank methods, we recall the full rank-fixed
MMSE receiver for the desired user 1. This linear MMSE
receiver is an N x 1 vector ¢ that minimizes the mean-
squared error (MSE):

cyyvse = arg min MSE
c

= arg min E{[b:() — r@’}=C'p (76

Recall that C = E{r(i)r(})} is the data cross-correlation
matrix and p=E{b:()r@G)} is termed the steering
vector [35].

The adaptive algorithms [35,70] can be used to estimate
CMMSE, €ven in a time-varying channel. When N is large,
convergence is slow. Reduced rank techniques reduce the
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number of taps to be adaptively tracked by projecting the
received signal vector onto a lower-dimensional subspace.
Let D be the resultant lower dimension, where D < N, the
projection is

(i) = Pr() (717

where Pp is the N x D projection matrix and the D
dimensional signal is denoted by a tilde. The vector (i) is
then the input to a length D tap delay linear filter. When
the MMSE criterion is applied, the optimum coefficients
for the D dimensional space are given by

éumse = C'p,  where C=PUCPy, p=Plp. (78

4.5.1. Projection Matrix Selection. A number of meth-
ods for selecting the projection matrix Pp are consid-
ered here.

The multistage Wiener filtering (MWF) algorithm
for DS-CDMA has been presented [20]. The resultant
algorithm is a specialization of the work by Goldstein
et al. [14]. The MWF projection matrix is given by

P = [gyw.18uw.2 - uw.p)

D-1

[IBMh (79)

j=1

= |:h1 B'h, .-

where gyw;, j=1,...,D are implicitly defined. The
matrix B; is an (N —j) x (N —j+ 1) blocking matrix,
namely, Bh;=0. The vector h;, is the normalized
correlation vector E{&lj-,l(i)l;-,l(i)}, where r;(i) = Bixj_1(0)
with 1) =r@), and d;(i) =hr 1(G) with do() =
b1@) [20].

The projection matrix for the auxiliary vector filtering
(AVF) algorithm is given by [41]

P = [gav.18avse - 8av.pl (80)

where gy is also the normalized correlation vector
E{b:()r@)} =hy, and gavj, j=2,...,D are the auxiliary
vectors, given by [41]

AV, j+1

J
Cgﬁt\l/‘j - (ggv.lcgfgu)gAV,l - Z(gfv,ngfg/J’)gAV,l
1=2

o J
ICeg,Y; — (g, \Celet Dgavy — Y (gl Ceut gav.ll

1=2
(81)
J
where gfg,_j =gav.1 — szgAv,j, wy,l=2,...,] are the
=2
optimized constants [41] and | -|| is the vector norm.
By construction, the gav;, j=1,...,D are normalized

orthogonal vectors.
Using the Cayley—Hamilton (CH) theorem, Moshavi
et al. proposed the following projection matrix [37]:

P = [gcn1 gone -+ gempl = [hy Chy---C” 'hy] (82)

The vector h; is the one defined previously.
The projection matrix can also be selected by performing
an eigendecomposition on C:

C =VAVH (83)

The matrix A =diag[ri,A2,...,Ax] contains the
eigenvalues associated with the eigenvectors which are
the columns of V = [vy, vo, ..., vyl. If the eigenvalues are
ordered such that A; > Ay > .- > Ay, the desired projection
matrix is then Pp = [vy, Vo, ..., vpl. This method is titled
the method of principal components. A related method,
termed the cross-spectral reduced-rank method, selects
the D eigenvectors that result in a minimum mean-
squared error estimate of the bit. This method requires
knowledge of the desired user’s spreading waveform,
but offers improved performance over the principal-
components methods [13]. Eigendecomposition methods,
in general, are not attractive due to their high attendant
computational complexity.

Finally, a very simple method of rank reduction is
to employ partial despreading as proposed in [57]. The
desired user’s spreading code is decomposed into multiple
subvectors: s; = [s{", s, ...,s”]. The projection matrix
is then constructed as

s? 0 ... 0
0 s? ... 0
Pp=| . : : : (84)
o .. 0 s

Through a key simplification of the AVF algorithm, it
can be shown that the AVF method is equivalent to the
MWF algorithm [10]. The work by Chen et al. [10] provides
a simplified proof of the equivalence of the static MWF
receiver and that based on the Cayley Hamilton expansion
of the correlation matrix inverse [37]. This observation
was made previously [20]. Because of its simplicity of
presentation, we focus on adaptive implementations of the
MWF method as presented [20].

4.5.2. Adaptive Reduced-Rank Detection. In general,
the following two cost functions can be set up for
determining adaptive reduced rank receivers:

M
J@rs = )_ IIb1G) — ¥ (85)
i=1
J(@mmse = E {[1b1() — &5} (86)
where .
£(@) = PY(O)r() (87)

Note that P(i) is an estimate at time i of the projection
matrix P. The methods discussed in the previous sections
can be employed to derive adaptive algorithms.

A host of adaptive algorithms for the reduced rank
multistage Wiener filter for DS-CDMA signaling has
been provided [20]. Batch and recursive algorithms based
on least-squares as well stochastic gradient descent
algorithms are considered. In addition, both blind and
training-based methods are provided. The training-
based stochastic gradient method, which offers strong
performance, is described here. The stochastic gradient
algorithm of Ref. 20 is given by two sets of “recursions”.
We note that the subscript n indicates the stage number



of the multistage system, while the index i corresponds to
the symbol interval timing.
Initialization:

do(@) =b1() ro(i) =r(@) (88)
Forward recursion: at each i, forn=1,...D

P =1 —wpp—1) +ud, 1@Or,10)  (89)

S 0
n = ~ B 90
O = 15,01 ®0)
B, (i) = null [¢Z ()] (91)
dn (i) = &,@)"r,10) (92)
r, (i) = BZ()r,_1() (93)
Backward recursion: decrementingn =D, ..., 1
2 (@) = (1 — wW&u(G@ — 1) + plenl? (94)
. IP@I
n = B 95
wn® =" )
en-1() = dp-10) — W (@)en (i) (96)
where ¢p (i) = dp(i) 97
The estimated data is given by
b1(i) = sgn(w’; (D)e1 (@) (98)

For the MWF, the matrices B, are blocking matrices,
which are selected to be orthogonal to the nested filers ¢,,.
The scalar sequence d, (i) is the output of the filter ¢, and
the filter in the next stage would be selected as

. E{d;r,}

TR )] ©9
where r, is the output of the blocking matrix B,. Thus,
the stochastic gradient algorithm above provides adaptive
estimators for these key quantities. The choice of blocking
matrices is not unique. For example, one can select
B, =I—c,c?. However, it is shown in [10], that the
projection matrix for the D-stage MWEF algorithm is in
fact independent of the choice of the blocking matrices
within the class of row orthonormal blocking matrices.

4.6. Decision-Directed and Decision Feedback Methods

In the most simplistic of views, one could convert the
training based adaptive algorithms previously described
into blind adaptive algorithms by considering the “hard”
decision of the receiver to be the true data and comparing
this to the associated “soft” decision. This notion is depicted
in Fig. 4. However, it should be noted that if this adaptive
receiver is not initialized to a receiver vector that is close
in some sense to the desired receiver vector, the algorithm
could converge to the receiver of a more powerful user in
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Figure 4. Decision-directed adaptive receiver.
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Figure 5. Decision feedback adaptive receiver.

a near-far environment. Algorithms that employ this idea
are termed decision-directed.

Another set of algorithms that also feed back decisions,
but are far more robust than the simple decision-
directed scheme exhibited in Fig. 4, are decision feedback
algorithms, depicted in Fig. 5. Adaptive schemes are used
to determine the feedforward and feedback weight vectors.
Examples of the design of such structures specifically for
multiuser spread-spectrum systems can be found in the
literature [44,51,52,58].

5. MULTIPATH FADING ENVIRONMENTS

In practice, the AWGN channel is too idealized of a model.
In this section, the multipath channel model is introduced
and the resultant signal model is provided. In addition
to the assumption of a more realistic channel, we also
consider possible asynchronism amongst the active users.

The received baseband signal corresponding to a single-
symbol interval, which is coherently demodulated, chip-
matched filtered and sampled at the chip rate is now
described as

K L
ri) =Y Y Aplhu@bi(s)
k=1 I=1
+hu@ — Db — D)syl +n@) (100)

We note that this received vector is of dimension N x 1.
In general for asynchronous, multipath systems, such
short observations lead to degraded performance. We note,
however, that the signal descriptions provided are easily
generalized to the consideration of received signal vectors
that correspond to multiple symbol intervals. The complex
coefficients A (Z) correspond to the multipath coefficients.
The number of multipaths for user % is denoted by L;.
The partial spreading vectors s}, and s;; correspond to
truncated and shifted versions of the spreading codes. For
example, if we consider a two user system, with L; =2



106 ADAPTIVE RECEIVERS FOR SPREAD-SPECTRUM SYSTEMS

and L, = 1, employing spreading codes of length N =7, a
possible realization of the partial spreading codes would be

shi=0 0 0 s 12 s13) s1(4) s1(5) |
sy =1 s1(6) si(7) 0 0 0 0 0
s;;=[ 0 0 0 0  s3(1) s2(2) s2(3) 1
s;p,=0[ 0 0 0 0 0 so(l) s2(2) 1
S =[ s2(4) s2(5) s2(6) s2(7) O 0 0 1
S5 = [ 82(8) s3(4) s2(5) 82(6) so(7) O 0 1

(101)
Here we note that user 1 has a delay of r; = 2 chips with
respect to the receiver clock, while user 2 has a delay of 7o =
4 chips. We can denote the discrete baseband equivalent
representation of the multipath channel for user % as
the complex vector h;, = [hkl,hkg,...hkLk]T. This model
assumes that the multipath channel can be represented
as a finite-impulse response filter whose taps are spaced
one chip (T.) apart [48,60]. The effective spreading code
is the convolution of the transmitted spreading sequence
with this channel vector and is denoted by s, = h;, x s,
where x denotes convolution. Note that s, is of length
N+ L, — 1. If we let

Ly,
s, =) husj, (102)
=1
Ly,
s, = thls,;l (103)
I=1
S =[s;.5f, 55 (104)
S =[s,.5,, -5¢] (105)
then we can rewrite the received signal vector as
r() =S Ab() +S Ab( — 1) +n() (106)

From this description it is clear to see that the K user
asynchronous multiuser system can be considered as a 2K
user synchronous system if observations corresponding
to N chips (one symbol interval) are employed. We also
observe the following relationship between s, and the
vectors 8,7, 5, . Let 7, be the delay of user % in integer
multiples of a chip; then

[5/.s,1=10,0,...0,5, 0,0,...,0 (107)
e e’ D
Ixt, (N—1,—Lp+1)x1

We note that if the channel of the desired user is com-
pletely known, that is, if we have knowledge of h; and

7, then the previous algorithms can be applied directly
where observations of length N + L, — 1 are collected and
the desired user’s spreading code, s;, is replaced by the
effective spreading code, ;. If information about the inter-
fering users is necessary, the interfering users are modeled
as 2(K — 1) synchronous users with spreading waveforms
s, and s, . The information required to implement the
various adaptive receivers considered herein in the asyn-
chronous multipath environment is noted in Table 1. This
table is constructed with the view that each user is viewed
as a single user with spreading code s;. We note that an
alternative view is possible, which can obviate the need
for the channel vector h;, but necessitates knowledge of
the channel length L; and the relative delay 7. In this
approach, each user is considered to be L; users with a
spreading code that is a shifted version of the other spread-
ing codes. Then, receivers can be designed for each path.
The final decision is made by combining the soft decisions
from each L; adaptive receiver. The choice of combining
coefficients remains an open question. A typical approach
is to consider equal-gain combining as in Barbosa and
Miller [2]. This approach can be applied to the bulk of the
receivers considered.

5.1. MMSE Receivers for Multipath Fading Channels

Because of its simplicity of implementation, strong per-
formance, and amenability to adaptive implementation,
there has been significant interest in applying the lin-
ear MMSE receiver to multipath fading channels. The
construction of the true linear MMSE receiver requires
knowledge of all the active users’ spreading codes, timing,
and channel state information [33,66]. However, an adap-
tive implementation of the this receiver can be achieved
with prior information comparable to that of the conven-
tional matched filter (MF) receiver, namely, information
of the user of interest only and not that of the inter-
fering users. Table 3 summarizes the applicability of the
algorithms in section 4 to the multipath channel case.
Barbosa and Miller [2] proposed a modified MMSE
receiver for flat fading channels in which the channel
phase of the desired user is estimated and then
compensated for in the MMSE receiver input. However, in
frequency-selective fading channels, determining accurate
estimates of the channel phases for all resolvable paths
is at best challenging, and often impossible. As a result,
noncoherent MMSE receivers become a more favorable
choice for rapidly fading multipath environments. Several
works have considered training-signal-independent, or
blind approaches to developing MMSE-based receivers for
multipath channels. Such receivers are robust to deep

Table 1. Information Required to Construct Nonadaptive Multiuser Receivers

Signature of Signature Relative Noise Timing
Receiver User 1, s; of AllUsers, S Amplitudes, A Variance, 02 Information, t;
Matched filter Yes No No No Yes
MMSE receiver Yes Yes Yes Yes Yes
Decorrelator Yes Yes No No Yes
Jointly optimal Yes Yes Yes No Yes
Individually optimal Yes Yes Yes Yes Yes




Table 2. Taxonomy of Adaptive Receivers
in Terms of Direct or Indirect
Implementation

Direct Indirect

LMS RBF [36]
RLS —
Linear/letter distortion MPER® —
MWEF/AVF —

¢Minimum probility of error rate.

Table 3. Knowledge Required for
Implementation of Adaptive Multiuser Receivers
in an Asynchronous Multipath Environment

Need 73, Need s;, 1,  Need s, 1,Vk
LMS/RLS RBF¢ RBF
Letter distortion MPER MWF/AVF  Linear MPER
MWF¢ — —

%An implementation is possible, but degraded performance will
be experienced.

fades as they do not attempt to track the amplitude
and phase fluctuations of the user of interest [18,21,46].
However, this robustness comes at the cost of higher
excess MSE for adaptive implementations of such blind
receivers. This feature is in contrast to training sequence
based adaptive MMSE algorithms [46]. The training
sequence based differential least-squares (DLS) algorithm
proposed in [21] suffers from robustness to deep fades.
Thus, to achieve acceptable performance and robustness
simultaneously, the DLS algorithm is switched to a blind
adaptive implementation when the receiver is in deep
fade [21,46].

We next discuss two advances in the development of
adaptive DS-CDMA receivers with a view to moderately
fast fading environments. With the challenge of accurately
estimating the channel phase in a fast fading environment,
both methods consider differentially encoded phase shift
keying (DPSK) to avoid estimating the channel phase.
The first method [70] is initially developed for flat fading
channels and then extended to multipath channels using
the multipath combining technique noted above. The
second method makes a key observation based on the
technique of Zhu et al. [70] to develop an improved method
for estimating the data correlation matrix, C [9].

5.1.1. Differential MMSE. As noted previously, the
development of the differential MMSE criterion presumes
a flat fading channel, thus the contribution in the received
signal due to user & can be modeled as, a(1)b;(i)s;. The
random process «;, (i) is complex-valued and represents the
channel fading. The proposed modified MMSE-based cost
function is

J(e) =E[|b1G — Defr@) — b1G)erG — D] (108)
subject to

ciCe=1 (109)
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where C remains the data correlation matrix; however,
expectation is now taken over the channel coefficients as
well as the data and the noise. The objective of this cost
function is to suppress the multiple access interference
while endeavoring to recover a scaled version of the
datastream of the desired user. Thus the resultant soft
decision will include an unknown complex scalar. By
assuming that a;(i) ~ a1( — 1), we can employ heuristic
arguments to show the suppression of the multiple-access
interference. By invoking some simple assumptions, it can
be shown [70] that the solution to the cost function above
is a scaled version of the true MMSE receiver in Eq. (76).
The required assumptions are

1. E[Re (1(D)aj@—1)] > 0
2. E[Re (b1()b}( — Dew(da (D" — 1 G — 1)]
=8k —1)8( — 1)

where y is a positive constant and §(-) is the Kronecker
delta function.

The general solution to the minimization of Eq. (109) is
the determination of the following generalized eigenvalue
problem:

Qc = .Cc (110)
where
Q =Re {(E[b:()bi( — Dr@)r@ — ¥
+ 513G — DbiGO)rE — Dr@)™]) (111)

An efficient algorithm, denoted the power algorithm [15],
can be utilized to determine the desired generalized
eigenvector ¢. The power algorithm requires a key matrix
M = C!Q. Either block adapj:ive or_ recursive methods
can be employed to estimate C and Q from the data. In
addition, a gradient-based, recursive least-squares-type
algorithm can be employed:

PG — Hr@)bii—1)
A +161G — DIPr@HPGE — Dr(@)
G) =b1()e@ — DIrG — 1) — b1G — De@ — D¥r@) (113)
P@) =2""PG—-1) — 115G - DkOr@OFPGC—1) (114)

ci—1) + Bk®IO)"
le# @ — Dr@ — 1)

k() = (112)

c@) = (115)

The differential MMSE adaptive methods for flat fading
channels can be extended to the multipath environment by
constructing a correlator for each path and then combining
the soft outputs.

5.1.2. Improved Correlation Matrix Estimation. While
the modified differential MMSE criterion proposed in
Ref. 70 offers solid performance in flat fading channels,
and also enables various adaptive implementations, the
receiver experiences significant degradation over the true
MMSE receiver in frequency-selective fading channels. A
further challenge to consider is that in the presence of
unknown multipath (or imperfectly estimated multipath),
there is performance degradation for MMSE based
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receivers [21,35]. This is because in the fast multipath
fading environment, an interfering user appears as
multiple virtual users for the adaptive MMSE receiver,
a phenomenon known as interferer multiplication [70];
it has been observed that the performance of the
MMSE receiver degrades with the number of effective
users in the system [2]. We note that this problem
is not an issue in the flat fading environment where
both training-sequence-based and blind adaptive MMSE
detectors can achieve performance close to that of the
true MMSE receiver, although the detector may not
track the channel parameter of each interfering user
perfectly [21,35].

The approach to be discussed herein makes the
following key observation about the cost function of [70].
The new approach is based on observations for flat fading
channels, however, the method offers strong performance
improvements even in multipath fading channels [9]. In
flat fading channels, where L = 1 [see Eq. (100)], the true
R is given by

R=R,+R; =P1$15{

K
+{Y Plsf(sH" + 8, (s) 1+ 0Ty g (116)
k=2

where R, = Plslsf is the correlation matrix for user 1,
P, = A% and R; is the interference correlation matrix which
is defined implicitly in this equation. For this scenario, it
can be shown through use of the matrix inversion lemma

-1
_ s (117)
SlRI S1

-1
R S1
sTR-1s;

In other words, cyumse can be expressed as a function of
R; only and not as a function of R, [22]. This important
property will form the basis of the proposed correlation
matrix estimation scheme.

We next recall the objective function of Zhu et al. [70]
in Eq. (109). One can show that

E{b1(m)by(m — Vy(m)y(m — D"} ~ (8],.)757 ., =R,

. (118)
where the assumptions b;(m) ~ bi(m), yu(m) =~ yy(m —
1), I=1,...,L and E{|yuy(m)|?>} = 1 have been used, and
$1 11 =81 1.A1, Ay = diag([An1, Arz, ..., A, ]) and diag()
denotes to diagonalize.

Now, the new correlation matrix estimation scheme is
given by

R;(m) = R(m) — R, (m) (119)
= AR;(m — 1) + r(m)z(m)?

where
z(m) = r(m) — by (m)b1(m — Dr(m — 1) (120)

for the blind adaptive MMSE detector. The new correlation
matrix estimate given in Eq. (120) results in significantly

improved performance for the blind adaptive MMSE
receiver. One might think that for asynchronous systems,
the performance improvement is due to an equivalent
observation window enlargement since Ru (m) uses
r(m — 1) as well as r(m) for estimation. However, it turns
out that even for synchronous flat fading environments,
the performance gain is still evident.

We note that data decisions of b;(m) are needed for
the adaptation of the receivers, as shown in Eq. (120).
Similar to the decision-directed receivers, the proposed
MMSE receivers also start with the conventional RAKE
receiver [47] if the initialization of the estimate of R is
given by a small identity matrix [17]. However, in contrast
to the decision-directed adaptive MMSE receivers, which
might lose track of the user of interest and lock on the
user with the strongest signal instead, the blind adaptive
MMSE receivers will always lock on the intended user
since the steering vector is assumed to be known and we
are always in the right direction.

6. DIFFERENT ENVIRONMENTS AND FURTHER
EXTENSIONS

In this section, we discuss modifications of the previously
discussed linear adaptive receiver algorithms based on
minimizing the mean-squared error. These modifications
are inspired by characteristics of the particular communi-
cations environment, signaling and/or reception scheme.
In particular, we shall consider receivers tailored to: mul-
tiple data rates, binary phase shift keying (BPSK), and
multiple sensors.

6.1. Multiple Data Rates

With the discussion of future standards [1,11,39], there
has been heightened interest in wireless systems that
offer multiple data rates in an integrated fashion. In
such a system, users can consider transmitting at one
of a class or possible data rates. The methods by which
one can modify a data rate are varied. Herein, we shall
focus on systems where the symbol rates among users
are different. Digital communication signals are, in gen-
eral, cyclostationary; that is, the received signal r(¢), is
wide-sense cyclostationary with period 7 if

E{rt)} = E{r(¢t + T)}
E{r@t)r )} = E{fr¢t, + T)r* (2 + 1))

For a digital communications signal, this period T is
the symbol duration. In a multiuser environment where
all users transmit at the same data rate, the period
of cyclostationarity is also T if multiple users have
different symbol rates, then the received sum signal
retains its cyclostationary nature. However, the period of
cyclostationarity is now the least common multiple of the
individual symbol rates, thatis, 7% = LCM(Ty, T, ..., Tk).
It can be shown that the optimal MMSE detector is time-
varying, but periodic with period 7* [4,53,54]. For the



design of MMSE receivers, the desired time-varying filter
will be the solution to

¢, ()mmse = arg min E{5, () — ¢()r()|*}

The optimal receiver ¢, (i)muse, due to the fact that it is
periodic, will have the following Fourier series represen-
tation:

R o .
. 2nqi
Cr(1)MMSE = ZC;(;I) exp (J Rq )

q=1

Let R be such that T' = R min; T;. The subfilters c,(f) are not
time-varying. Thus, we can rewrite our desired criterion
in (121) as

cr()mmse = arg min E{|b, (@) — €7¢() )

where

H
=~ [ ofF @ ®-1H
c_[ck N AN U

r@) =r@) 00@)

06) =[1,e2", ... 2 "]’

The Schur product operator is denoted by ©; in the sequel,
the Kronecker product operator will also be required, ®.
The desired static receiver is given by

& = E [FO)F@)]1E [b,()F()]
where

E [bx@r@)] =s1 ®0@)

The receiver can be implemented as depicted in Fig. 6.
These receiver structures have been investigated for both
multimedia applications and narrowband interference
suppression [4,53,54]. The extension to the case of of
multipath channels is straightforward if the channel is
known; the strategies for unknown channels as discussed
above can be applied. The adaptive implementation of this
multirate receiver is discussed by Buzzi et al. [4]. A host

& ch(i)
f j2ni
e

jewi
R

r(i) % ci(i) bli)
j2mi
Rl

R

ci(i)
j2ri
€ R

Figure 6. Implementation of MMSE receiver for multirate
signaling.
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of adaptive implementations are possible, as described in
the prequel, with the modification that the observation is
no longer r(i), but rather (7).

6.2. Binary Signaling

In the presence of flat fading or multipath, the received
signal is complex-valued; thus the use of the decision
statistic for a linear receiver, under the assumption of
BPSK signaling, is
b1(i) = sgn{Re(c”r)) (121)
Thus, in contrast to the MMSE cost function in Eq. (76),
it is of interest to consider optimizing the following cost
function:
J(e) = E {[b1(i) — Re(c"r())1*} (122)
The desired receiver is found by forming the alternative,
but equivalent optimization problem:

c=arg rréinE {161G) — eflra (D)} (123)

where
¢, = e "7 (124)
r, (i) = [r@", v (125)

The resulting solution is

¢ =C.'p. (126)

where
P. = E{b:1()r()} 127
C, = [CC g] (128)
C' =Elr()r@)’] (129)

As in the case of multirate data signals as described in
Section 6.1, the previous adaptive implementations of an
MMSE-based algorithm can be constructed by replacing
the observation r(i) with r,(i). Given that the algorithm
exploits further structure in the received signal, the
binary signaling-based MMSE receiver outperforms the
conventional MMSE receiver [3].

7. CONCLUSIONS

In this article, methods for adaptive reception of
DS-CDMA multiuser signals has been provided. Key
static receivers were reviewed and their adaptive
counterparts provided. As there is much structure
embedded in multiuser DS-CDMA receivers, a variety
of specialized adaptive receivers are possible and have
been pursued. For further reading, several tutorials on
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adaptive multiuser detection have been written. Perhaps

the

most extensive is the paper by Woodward and

Vucetic [65]. The Honig—Tsatsanis article [19] focuses

on

blind adaptive algorithms based on second order

statistics as well as the reduced-rank methods described
in Section 4.5. An extensive bibliography, coupled with

the

derivation and description of the MOE algorithm

[23], has been provided [62]. In addition, two texts

on

adaptive receivers are suggested: Refs.24 and 17.

These texts consider the derivation of a host of adaptive
algorithms based on a variety of cost functions and
also describe the properties of the derived adaptive
receivers.
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1. INTRODUCTION

Within the wired communications infrastructure, where
switches and/or routers are deployed to support voice and
data transmission, there are basically two key switching
techniques: circuit switching and packet switching.!
Traditionally, circuit switching is mostly used in telephone
networks and packet switching is used in data networks
including today’s Internet. With the development of
Broadband Integrated Services Digital Network (B-ISDN),
where voice and various data services are provided
in a common network infrastructure, packet switching
has been widely deployed. Independent of the applied
switching technique, to provide end-to-end connection
and communication through the network, some network
resources, such as link capacity, switching bandwidth, and
buffers, are utilized. Since the amount of such resources
are limited compared to the fast-increasing demand on
voice and data communication, if at some point the
requests on the resources exceed the available network
resources, the network is considered as “congested.” When
the network is congested, either the connection can not
go through or the quality of service (QoS) degrades. The
technique to avoid congestion in a network is referred to as
“congestion control.” In general, there are two approaches
to perform congestion control: (1) the preventive approach,
where each connection reserves resources in advance,
from which the idea of admission control stems; and
(2) the reactive approach, where when congestion occurs
flow control is performed via end-to-end closed-loop
control mechanism or open-loop control mechanism at
the intermediate network nodes.

Admission control is a more effective way to perform
congestion control in high-speed networks because when
congestion occurs, even though the network could react
promptly, a large amount of data may be affected.
Moreover, combined with resource allocation, admission
control can reserve sufficient resources in advance for a
connection so that its QoS can be guaranteed. Admission
control can also be utilized as a mechanism to check and
enforce policies before providing services to the users.

In traditional telephone networks, where -circuit-
switching is applied, congestion control is usually achieved

1In today’s wired telecommunication networks, especially
telephone and data networks, another switching technique,
namely the message switching is not widely used.

via the first approach: admission control. Before users can
talk to each other, a path from the sender to the receiver
has to be set up and the required resources have to be
reserved first. If many users want to use the telephone
network at the same time and there are insufficient
resources to be allocated, the admission control mechanism
will turn down some new requests so that the admitted
calls can be supported with satisfactory QoS.

In data networks including B-ISDN networks and
the Internet, two scenarios may occur. If the network
provides connection-oriented service, such as the ATM
used in B-ISDN networks, usually both admission control
and flow control are deployed. If the network provides
connectionless service, such as today’s best-effort Internet
service, only flow control will be applied. However, newly
proposed Internet service models that provide more
services and better QoS also require admission control
mechanisms.

2. OVERVIEW OF ADMISSION CONTROL

An admission control scheme basically consists of
signaling messages and admission control units that
perform the admission control algorithm or policy. The
signaling is usually a part of the call setup/release
signaling procedure. The connection to be set up could
be either duplex or simplex. Three types of signaling
may be involved in this procedure: (1)the signaling
between the end user and the network access point,
(2) the signaling inside the network, and (3) the signaling
between networks.? The signaling between the user and
network access point is used to send and respond to the
call setup request. The signaling inside the network can
be used to identify the current resources available for the
new calls, inform the switches/routers to prepare for the
new call, or inquire as to whether they are able to admit
it. If the call needs to trespass several network domains,
signaling between networks is required to check whether
this new call can be supported by all the networks.

An admission control algorithm or policy is performed
by the admission control units in the switch/router or some
specified components/devices in the network. Admission
control algorithms can be categorized into resource-based
and policy-based. Resource-based algorithms base their
decision on the current resource usage in the network,
the resources needed to be allocated to the new call
and whether the required QoS can be guaranteed by the
network. Moreover, the already admitted calls shall not
be affected if a new call is admitted.

Policy-based admission control is needed when different
policies are enforced in the network. Its basic purpose is
to determine whether a user is qualified to access the
network service at a specific time.

3. ADMISSION CONTROL SCHEMES

In the following paragraphs we discuss admission control
schemes in two types of networks: B-ISDN and Inter-
net. The admission control for B-ISDN reflects the typical

2 The signaling protocols for the three cases do not have to be the
same.



schemes of current connection-oriented networks that
utilize common channel signaling. The schemes designed
for the Internet reflect the tendency of future Internet
services and models.

3.1. Admission Control in B-ISDN Networks

In B-ISDN networks where ATM is utilized as the trans-
port technology, admission control procedure is imple-
mented through signaling messages and admission control
units of the switches. Two types of signaling are involved
in the admission control procedure: the signaling at the
user—network interface (UNI)® and the signaling at the
network—network interface (NNI).# The ITU-T recommen-
dation for UNI access signaling protocol is Q.2931 [1],
which is a modified version of @Q.931 —the access signal-
ing protocol for ISDN. In ITU-T recommendations, the
signaling protocol for NNI is B-ISUP [2], the B-ISDN user

3 UNI refers to the interface between the user and the network.
4 NNI refers to the interfaces between the switches.
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part of Signaling System 7 (SS7) — a widely used signaling
protocol in today’s telephone networks. ATM forum also
defines Private Network-Network Interface (PNNI) pro-
tocol to address the issues of interswitch, internetwork,
and routing operations, which are not specified in the
ITU-T recommendations. In the following paragraphs we
describe the signaling procedure that involves admission
control based on ITU-T recommendations.

Generally, admission control is coupled with resource
management that is involved in two procedures: call
setup and call release. An example of a successful point-
to-point call setup and release procedure is shown in
Fig. 1. In the call setup procedure, the signaling messages
SETUP, CALL PROCEEDING, ALERTING, CONNECT,
and CONNECT ACK comply with the specification of
Q.2931 and the signaling messages IAM, IAA, ACM, and
ANM comply with B-ISUP.

When the switch at the UNI (switch A in the example)
receives the SETUP message, which includes the calling
and called party identities, such as the ongoing traffic
descriptor, switch A will reply with CALL PROCEEDING

Calling party Switch A Switch B Switch C Called party
UNI NNI NNI UNI
o | | |
. J I [
Setup
Call proceeding lAm
-— \
IAA — A Set
SR s i S
V. S P
Call proceeding
Alerting
L AM Connect
L. hm ANM -—
AW e | ——Comeotagk
L Mering
. Comedt
—Comnectack
< Data transfer
—felease
w REL
| —
. mc
RLC R

/%‘

Release complete

Figure 1. An example of successful point-to-point call setup and release procedures.
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message if its admission control algorithm decides that
this call can be accepted by the switch. This decision is
made based on the identities of calling and called party,
the route and resource availability, the traffic descriptor
and the corresponding QoS requirements. If the route to
the called party trespasses several switches, B-ISUP will
be invoked. The switch will send an IAM (initial address
message) to its next-hop switch (switch B in the example),
which contains all the information in the call SETUP
message. An IAA (IAM acknowledgment) will be sent back
to switch A. If the next-hop switch can admit this call, and
it is not the switch through which the called party accesses
the network, it will forward the IAM to its next-hop switch
(switch C). The same procedure will repeat until IAM
reaches the switch connected to the called party, which
is switch C in our example. If switch C is able to admit
the call, it will issue a Q.2931 SETUP message through
the UNI to the called party. The called party will reply
in any of the following three ways: CALL PROCEEDING,
ALERTING, and CONNECT if the call can be accepted.
If the called party replies with CALL PROCEEDING,
the network will wait for the following ALERTING or
CONNECT messages from the called party. If the called
party replies with ALERTING message, switch C will
issue an address complete message (ACM) backward to
switch A, where an ALERTING message will be issued
to the calling party. Then the network will wait for the
CONNECT message from the called party. If the called
party replies with CONNECT message, switch C will issue
an ANswer Message (ANM) backward to switch A, which
indicates the connection is activated. Correspondingly,
switch A will issue a CONNECT message to notify the
calling party on the activation of the call. The calling
party and switch C will also reply with a CONNECT ACK
message to switch A and the called party respectively.
Thereafter the data transfer phase can start.

The call can be terminated by either the users (calling
party or called party) or the network. At the UNI, a
RELEASE message will be initiated and a RELEASE
COMPLETE message will be responded. Correspondingly,
at NNI, a RELease (REL) message and a ReLease
Complete (RLC) message will be exchanged between the
switches. On receiving the Release message from UNI or
REL message from NNI, a switch will release the resource
reserved for the connection and these resources become
available to the network.

During the setup procedure, if any switch detects that
the call cannot be admitted, the call will be rejected.
The switch will issue an IAM reject (IAR) message to
its previous-hop switch from which it receives the IAM
request. If no alternate route can be found, this IAR
message will be sent backward until it reaches the edge
of the network, where the switch will send a RELEASE
message to the calling party.

To support point-to-multipoint connections, ATM
Forum defines some supplementary messages for UNI [3].
It also defines PNNI protocol for Private NNI, which
includes routing and signaling protocols across private
ATM networks. For further details on signaling and its
implementation, readers may refer to the corresponding
standards and recommendations [1,2,4].

Admission control decisions are made and resource
management is performed at each switch by its admis-
sion control unit, which can be a centralized module or
a decentralized component deployed at each input or out-
put module of the switch. The algorithm performed at the
admission control unit is decided by the specific network
administrators or equipment vendors and is not standard-
ized. In Section 4 we briefly introduce and discuss some of
the proposed approaches.

3.2. Admission Control on the Internet

Traditionally, the Internet only provides connectionless
best-effort service; therefore, no admission control at
the IP level is required. However, with the wide
deployment of the Internet, many applications including
many real-time applications may choose the TCP/IP
protocol suite as their transport technology. These
applications will require better QoS guarantees than what
the best-effort service can provide. To address such a
demand, new Internet service models have been proposed
and are being developed that include the Integrated
Service model (Intserv) [5] and the Differentiated service
model (Diffserv) [6]. In the Intserv model, traffic is
identified by a flow, a concept similar to the virtual
connection in ATM; and a signaling protocol, namely, the
resource ReSerVation Protocol (RSVP) [7] was proposed
so that admission control and resource allocation can be
performed in a dynamic manner. In the Diffserv model,
traffic is aggregated and classified by service classes, which
is significantly different from that in the Intserv model. In
the Diffserv model services can be provided based on static
or dynamic admission control and resource allocation.

3.2.1. Admission Control via RSVP in the Intserv
Model. RSVP is used to setup a simplex path between
two hosts. If duplex communication is required, two sep-
arate paths in each direction have to be setup via RSVP
signaling procedure. A successful point-to-point path setup
procedure is shown in Fig. 2. At the beginning of the pro-
cedure, the sender (host A) sends a PATH message to
the receiver, which sets up a path from the source to
the destination (downstream). The PATH message con-
tains the “previous hop” information that the message has
trespassed, the information about the sender, the traffic
descriptor and the information about the status of the net-
work. It installs a “path state” at each intermediate node.
When the receiver (host D) receives the path message, it
will send a RESV message back to the sender along the
path that was set up by the PATH message (upstream).
The RESV message makes resource reservation request
at each node, which will decide whether to accept this
request, based on both the availability of the resources and
the policy enforced in the network. If the request can be
admitted, a “reservation state” will be created at the node
and the RESV message will continue to be forwarded along
the path until it reaches the sender. Otherwise the request
will be rejected and an error message will be sent to the
receiver. Once the sender has received the RESV message,
it can start its data transmission to the receiver. The path
state and reservation state at the intermediate routers
form a “soft state,” which must be refreshed by PATH and
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Figure 2. An example of successful

RESV messages periodically during data transmission.
The state is timed out and deleted if no matching PATH
or RESV messages arrive within the timeout interval. In
this case the reservation is released. The state is also able
to be torn down explicitly by the hosts (sender or receiver)
when data transfer finishes. RSVP also supports multicast
and flow aggregation.

The resource reservation request should be mapped
to the link-layer technology where the resource-based
admission control and resource allocation algorithms are
actually deployed. The IETF workgroup ISSLL have
developed some specifications on how to map an RSVP
reservation request onto specific link layer technologies
such as ATM [8] and Ethernet [9].

3.2.2. Admission Control in Diffserv Networks. The
underlying principle of the Diffserv model is that service
is provided to users based on the service-level agreement
(SLA) between the user and the service provider. Traffic
flows will be marked by the host or leaf router and
classified, metered, shaped, and possibly re-marked at the
ingress router of the Diffserv network where the flows will
be aggregated according to the service class set by SLA and
forwarded to the core routers. At core routers, the QoS is
provided by the “Per hop behavior” (PHB) associated with
service classes. SLA can be static, half-static or dynamic.

In static SLA, the service provided to the user is
negotiated in advance and may be manually configured
by the network administrator periodically. At the ingress
node of the network, the flows of a user will be monitored to
ensure its conformance to the SLA. Therefore, admission
control can be performed in a static and implicit manner by
which there is no signaling procedure to request resource
reservation.

In half-static and dynamic SLA, there exists an agent in
the Diffserv network, called “bandwidth broker” (BB), to
manage the resources in its domain. In the half-static
mode, resources have been preallocated to the users
according to their SLA; however, it needs a signaling
procedure to activate and install states at the border
(ingress and egress) routers before transmission, and to

point-to-point call setup via RSVP.

deactivate and clear states after transmission. Usually
the duration of such a state is in the time-scale of
hours. In the dynamic mode, there are no preallocated
resources to the users. The user has to use an explicit
signaling protocol to request admission to the network. In
both modes, there are two options to perform admission
control and resource management. First, only boundary
nodes are signaling-aware. The resource is managed
through resource management agents, for example, BB.
The interior routers are not signaling-aware. In this
case, an admission request will be forwarded to the
BB from the edge node by using signaling messages.
The second option is that the interior routers are also
signaling-aware and the signaling procedure is hop by hop
similar to the procedure described in Intserv. However,
the interior nodes will schedule and forward traffic only
on the basis of the traffic class, while in the Intserv
model traffic is scheduled and forwarded according to
the flow specifications. The signaling protocol in Diffserv
can be RSVP, extensions of RSVP or any other customized
protocol.

3.2.3. Policy-Based Admission Control on the
Internet. Policy-based admission control is still in its early
stage. Generally, it is complementary to the resource-
based admission control to resolve those issues not
addressed by resource-based admission control, which may
include priority of users and applications, security, or time-
of-day traffic. RFC 2753 [10] provides a framework for
policy-based admission control in which two basic network
elements were proposed: policy enforcement point (PEP)
and policy decision point (PDP). PEP is used to enforce
policy for admission and PDP is the component that
actually makes policy decisions. Usually PEP is deployed
as a function unit in the edge routers and PDP is deployed
as a centralized server in the network. An optional local
decision point (LDP) can be deployed together with PEP
to provide local policy decision. PDP may also need to
access other servers in the network to reach a policy
decision. A typical configuration of a QoS-enabled network
with policy-based admission control capability is shown in
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Figure 3. A typical configuration of QoS-
enabled network with policy-based admis-
sion control.

Fig. 3, which can be applied to both Intserv networks and
Diffserv networks.

In a network that enables both resource-based and
policy-based admission control, when a signaling message
reaches the edge router requesting admission to the
network and reserving resources, the router will first
check whether there are sufficient resources for the request
through the local resource management unit or through
the remote resource management components. Then it
will check through PEP whether there are policies to be
enforced to the request. The PEP will inquire LDP and
PDP as to possible policy decisions. This can be referred
to as a dynamic mode. PDP and LDP are also able to
issue policies to be enforced at PEP simply according
to the conditions of the network or the policies of the
service provider, which can be referred to as a static
mode. Since PDP is usually deployed at a remote server,
a protocol between PEP and PDP is needed for them to
communicate. A candidate for such a protocol is COPS [11].
COPS employs a client/server model and uses TCP as
its transport protocol for reliable communication between
PEP and PDP. A PEP can send its request through COPS
REQ message and receive decision from PDP through
COPS DEC message. An RSVP signaling message is also
able to carry policy requests so that end-to-end policies
can be enforced. The extension of RSVP to support policy-
based admission control is proposed in RFC 2750 [12], in
which a new data object, policy data object, is defined for
this purpose.

3.2.4. MPLS and Its Admission Control. In connection-
less networks such as today’s Internet, each router ana-
lyzes the network layer header of a packet and makes its
routing and forwarding decision independently, which is
referred to as “hop by hop.” However, a router will han-
dle packets with the same forwarding equivalence class
(FEC) in the same manner and these packets are actu-
ally indistinguishable to the router [13]. Moreover, it is
believed that the network layer header provides much
more information than necessary to perform routing and
forwarding [13], which also makes it difficult to achieve
fast analysis of the header and makes routing of pack-
ets a bottleneck in high-performance routers. Therefore,

: ; Host E
i Router B Router C Router D |
L PEP PEP
-— -—
LDP LDP

multiprotocol label switching (MPLS) was proposed, in
which a small fixed label was bound to the packet to
locally identify FEC. Similar to an ATM virtual circuit,
a label-switched path (LSP) has to be set up so that the
adjacent label—switching routers (LSRs) along the LSP
can forward packets by simply looking into the locally
bound labels without having to analyze the entire network
layer header. A label distribution protocol (LDP) is used by
an LSR to inform the other LSR about the label binding to
a specific FEC. During the label assignment and distribu-
tion procedure, attributes of the FEC can be set up so that
QoS and policies of the FEC can be specified. Since an LSP
is similar to an ATM virtual circuit, admission control is
performed during the LSP setup and LDP is used as the
signaling. Although Rosen [13] does not specify the LDP
scheme, it requires that label binding is determined by the
downstream LSR. MPLS is a technology between layers 2
and 3 (referred to as layer 2.5 technology), whose resource
management and admission control algorithm depend on
the underlying layer 2 technology.

4. ADMISSION CONTROL ALGORITHMS

As can be seen from the previous discussion, resource-
based admission control algorithms are closely coupled
with the problem of resource management. Generally,
a resource-based admission control algorithm consists
of two parts: estimation of resource usage and QoS
performance, and optimized decisionmaking on whether to
accept the connection request. Resource-based admission
control algorithms have been under intensive research and
development efforts since the emergence of ATM. This is
due to several reasons:

1. Data networks, including ATM and the Internet,
support and encourage statistical multiplexing so
that the resource utilization can be enhanced, which,
however, increases the algorithm’s complexity. The
estimation of resource usage must be accurate so
that the QoS performance will not be harmed as a
result of the statistical multiplexing. This, in turn,
requires the development and use of a good model for



estimation of resource usage and QoS performance,
and an optimized solution to it.

2. There are many different services provided by the
data networks that have quite different statistical
nature and QoS requirements. This complicates the
modeling of the problem and makes the optimization
of the solution quite difficult.

3. Admission control must be performed in real time.
Therefore, the algorithm needs to be accurate on
one hand, and simple enough on the other hand.
However, these two requirements are sometimes
contradictory to each other.

Compared to resource-based admission control, policy-
based admission control is an approach that manages
the network resources in a relatively static manner. A
connection will be accepted if it matches the policies of the
network. When a connection falls into several policies, the
network node needs to find which policy fits the connection
best and basis its admission decision on that policy.

4.1. Model-Based Admission Control

Resource-based admission control algorithms can be fur-
ther divided into model-based algorithms and measure-
ment-based algorithms. Some traffic descriptors are used
to model the traffic and measure the performance in both
types of algorithms. In ATM, these descriptors include
peak cell rate, sustainable cell rate (SCR), and maximum
burst size (MBS) [3]. Two approaches have been adopted
in model-based algorithms: deterministic approach and
statistical approach.

The deterministic approach allocates resources simply
according to peak data rate while assuming no data loss.
This approach was adopted by telephone networks and
CBR traffic in ATM. The advantage of the deterministic
approach is that it is easy to be implemented and can
be performed in real time. However, although QoS of
each connection will be guaranteed, the resources, such as
bandwidth and buffer allocated to each connection, cannot
be shared, which in turn may lead to underutilization of
resources because usually arriving traffic in data networks
is bursty in nature rather than of constant rate; therefore
a lot of resources will be wasted. For ATM networks,
various statistical approaches have been proposed that
take the statistical nature of the traffic into account, so
that resources can be shared among different connections
efficiently.

4.1.1. Traffic Models. The basic objective of the statis-
tical approach is to accept as many connections as possible
so that resources can be efficiently utilized while the QoS
of each connection is still guaranteed. To achieve this
objective, the arriving traffic needs to be modeled accu-
rately so that resources can be allocated properly. It has
been found that traffic from many applications such as
voice and video present bursty characteristics that can be
described by various “on/orr” models. These on/orrF mod-
els consist of two states: a busy state in which data are
transmitted from the traffic source, and an idle state in
which no data are transmitted from the source. Various
on-off models differ from each other in the distribution of
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the duration at each state, and the arrival process in the
busy state. Commonly used on/orr models for a virtual con-
nection in ATM and B-ISDN include Interrupted Poisson
Process (IPP), Interrupted Bernoulli Process (IBP), and
Interrupted Fluid Process (IFP). Further studies on ATM
traffic introduce more complex distributions into the mod-
eling such as Markov modulated poisson process (MMPP),
Markov modulated bernoulli process (MMBP), and Markov
modulated fluid process, each of which consists of several
different states with state-dependent arrival rates.

Through measurement on Ethernet traffic, it has been
recognized that IP traffic presents the characteristic
of self-similarity which can be modeled by fractional
Gaussian noise and fractional autoregressive integrated
moving-average processes [14]. The self-similar traffic can
be obtained by superposition of many on-off sources
whose on and orFF states strictly alternate and have high
variability [15].

According to the various traffic model assumptions,
such as the on/orr traffic model or its Gaussian approxi-
mation on traffic aggregation, many model-based admis-
sion control algorithms have been proposed that can be
categorized into single-link approach and multiple-link
approach.

4.1.2. Single-Link Approach. The single-link approach
studies the admission control problem on a single link,
specifically, the output of a multiplexor at the output
port of a switch. The objective is to optimize or maximize
the utilization on the link. By using traffic descriptors
and traffic models, an admission region can be calculated
assuming a target QoS performance [e.g., cell loss
probability (CLP)].

A direct approach is to try to find the relationship
between the arrival pattern of incoming traffic and CLP.
As an example, an upper bound of CLP that is based
on the average cell rate and peak cell rate or the rate
variance in a fixed interval can be obtained [16]. A new
connection is admitted if the resulting upper bound is
below a pre-defined threshold.

Since traffic rate fluctuates between the minimum rate
and peak rate, equivalent capacity has been proposed to
describe the bandwidth needed to accept IV connections for
a given CLP threshold. In other words, this problem can
be rephrased as, given a link capacity C, a predefined CLP
threshold ¢, and a buffer length K, how many connections
can be accepted. For instance, if the connection requests
are homogeneous with same SCR and PCR, by using
equivalent capacity, the number of connections that can
be accepted is between C/PCR and C/SCR depending on
the value of ¢. Admission control via equivalent capacity
of a single service class and multiple service classes
has been extensively studied. For a detailed review and
comparison of single-link admission control algorithms
interested readers may refer to Refs. 17 and 18.

4.1.3. Multiple-Link Approach. From the perspective
of the service provider, the concern is how to efficiently
utilize the resources not only on a single link but also in
the entire network. For instance, when a specific link to
a destination node can no longer accept connections, the
connection may still be accepted by carefully rerouting the
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connection through another path to the same destination
node. Therefore, the optimization objective function should
also take into account the routing algorithms. Further
consideration of this problem leads to the observation
that in the multiple service networks, the optimization
objective could be the maximization of network revenue or
gain, with multiple constraints such as routing, QoS, and
policies. Solutions to the problem include decomposition
of the multiple-link problem into single-link problems
and the use of various techniques such as neurodynamic
programming and reinforcement learning.

4.2. Measurement-Based Admission Control

Model-based admission control algorithms rely heavily on
the corresponding traffic model assumptions to achieve the
desired objective. However, this type of approach presents
several problems:

1. The traffic model may not be sufficiently accurate,
which may lead to the problem that the admission
region is not properly designed. Although more accu-
rate traffic models can be found by in-depth study of
the traffic pattern, it may be too complex to be incor-
porated into the admission control model, or make
the admission control algorithms too complicated to
be performed in real time.

2. A user may overestimate or underestimate the
traffic it will generate, which leads to an inefficient
admission decision made by the network node.

3. Model-based admission control is usually a conser-
vative scheme, which allocates resources based on
worst-case scenario and may result in waste of the
resources. Therefore, more recently measurement-
based admission control algorithms have been exten-
sively studied, most of which differ in three aspects:
(a) the objective of measurement, (b) the approach to
estimate and evaluate the measurement, and (c) the
approach to make the admission decision.

Two types of objectives are used to perform
measurement: to evaluate the CLP and to evaluate the
equivalent bandwidth of aggregate traffic flows. Compared
to the evaluation of CLP, measurement to estimate
the equivalent bandwidth requires less computational
power and is more straight-forward. The basic idea
of this approach is as follows. The current equivalent
bandwidth of aggregate traffic flows is estimated through
measurements. Combined with the parameters declared
in the new connection request, the equivalent bandwidth
required is calculated assuming that the new connection
is accepted. If the result is less than the bandwidth of
the link, the new connection can be accepted; otherwise
it is rejected. In this approach, CLP or CLR (cell loss
ratio) is implicitly taken into account when estimating
and evaluating the equivalent bandwidth.

An advantage of measurement of equivalent bandwidth
or flow aggregation is that this approach does not need
to track per-flow information of existing connections.
Therefore, it can be applied not only in ATM but also
in Internet where scalability of the algorithm is a big
concern. For example, Cetinkaya et al. [19] proposed an
admission control architecture in which an admission

control algorithm is performed only at egress routers
where the aggregate traffic envelopes are measured and
estimated by using an adaptive algorithm. In this scheme,
there is no involvement of backbone routers or per-flow
management in the admission control procedure. As a
result, the algorithm can achieve a good scalability.

To further address the scalability concern, a new
approach based on measurement was proposed for the
Internet. This approach is significantly different from
conventional schemes in that it does not use signaling
messages to make connection requests and the network
node is not responsible for admission decisions any more. It
is the host or end system that actually makes the decision
as to whether to access the network. This is achieved by
sending probe packets through the network to check the
congestion level. If the probe packet indicates the current
congestion level is low and will not harm the QoS of the
existing and new connections, the host will admit the new
flow; otherwise it will hold and give up the connection
request. This approach is referred to as endpoint
admission control or distributed admission control [20].

5. CONCLUDING REMARKS

In this article we discussed the problem of admission
control in wired networks, with reference to the most
current and future key networking infrastructures. The
main objective of admission control in wired networks is
to control the access of the users to the network resources
in order to maximize the network utilization while
providing the required quality of service and avoiding
the occurrences of network congestion. An admission
control scheme consists mainly of signaling messages
and admission control units that perform the admission
control algorithm or policy. In this article we introduced
several typical admission control schemes and signaling
procedures that can be applied in connection-oriented
networks and on the next-generation Internet. We also
presented some admission control algorithms that can be
used in the admission control schemes, and discussed
their characteristics. In general the admission control
algorithms and schemes can be categorized into resource-
based and policy-based admission control. Resource-based
admission control algorithms base their decisions on
the current resource usage, the resources needed to be
allocated to the new calls, and whether the required
quality of service can be guaranteed by the network.
The basic purpose of policy-based control is to determine
whether a user is qualified to access the network service
at a specific time, and are required when different policies
are enforced in the network. The implementation of
admission control for Internet is still under development
and deployment. As communication infrastructures are
evolving into multiplexed and multiple service-class
networks, network resource sharing by multiple service-
classes correlates the performances of all classes that
are supported in logically partitioned networks, and
therefore additional scalable, less complicated and of high-
efficiency admission control approaches and architectures
are required.
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1. INTRODUCTION

The goal of wireless communications is to provide users
with ubiquitous information access, that is, to allow the
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Table 1. Service Classification

Real-Time Nonreal-Time
Conventional Streaming Interactive Background
Examples Voice Videostreaming Web browsing Email
Delay Bounded Sensitive Tolerable
Rate Guaranteed Not guaranteed
BER <1073 <1076 ~0

users to access the capabilities and resources of the global
network at any time without regard to their location and
mobility. Technological advances such as time and space
diversity systems, low noise filters, efficient equalizers,
advanced modulation and coding schemes, and the rapid
development of handheld wireless terminals have facili-
tated the rapid growth of wireless communications and
mobile computing.

Compared with fixed networks the most salient features
of the wireless networks include the users’ mobility,
the limited bandwidth and power resources, the highly
dynamic network (re)configuration, and the higher link
bit error rates. In cellular wireless networks, due to the
mobility of wireless subscribers, the network configuration
is rearranged every time a subscriber moves into the
coverage region (cell) of a base station or a new network.
Furthermore, for current and future wireless networks
designed to support high-data-rate applications, among
the major limitations are the propagation conditions,
such as fading and multipath, and power consumption
that determine the communication range. In general,
the tradeoff is between creating a dense infrastructure
with high handoff rate and a more sparse deployment
at the expense of high power consumption. Therefore in
order to maximize the utilization efficiency of the limited
radio resources, while meeting the quality-of-service (QoS)
requirements of mobile users, efficient admission control
and resource management schemes are required in the
emerging wireless network architectures.

Wireless network management services can be catego-
rized as call management, radio resource management,
and mobility management [1]. Call management, for set-
ting up and terminating communication sessions is nec-
essary for both conventional information networks and
the wireless communication systems. The other two cate-
gories of network management tasks are new and specific
to wireless communications. The distinctive features in
terms of mobility, traffic patterns and QoS requirements,
and availability of the limited resource are the factors that
govern admission control in wireless networks.

QoS is the ability of a network element to provide
some level of assurance that its traffic and service require-
ments can be satisfied. For admission control depending
on the QoS requirements, two main service classes can
be considered: real-time and non-real-time services. Each
class can be further divided into subclasses corresponding
to different applications with given traffic characteristics
and QoS parameters. For instance, in UMTS (Universal
Mobile Telecommunications Systems), the supported traf-
fic types are divided into four different service classes such
as conventional class, streaming class, interactive and

background class. Table 1 summarizes this classification
and highlights the respective traffic characteristics of
each class.

Features specific to the mobile environment such as the
particular problems of highly variable connection quality,
management of data location, the restrictions of battery
life and cost, all impact the delivery of the required QoS.
Therefore, admission control mechanisms combined with
effective resource allocation schemes are crucial for the
efficient design and use of wireless systems.

2. OVERVIEW OF ADMISSION CONTROL

The wireless network management techniques perform
various processes such as power control, channel
allocation, and handoff. The call and radio resource
management problem is to assign, at different timescales,
to each terminal, a base station, a physical channel
and transmitter power levels, for both uplink (from
mobile terminal to base station) and downlink (from base
station to mobile terminal) communication. Depending on
the access technology, the channels may take the form
of time slots in time-division multiple access (TDMA)
systems, or frequency bands in frequency-division multiple
access (FDMA) systems, or different codes in code-
division multiple access (CDMA) systems. According to
these management techniques, admission control can be
implemented at call (circuit switching), packet (packet
switching) or burst (burst switching) level, or a common
access scheme (random/common packet access) may be
deployed. As mentioned before due to the user mobility, a
user might move across the cell boundary while a call
is in progress. In this case the system automatically
transfers the call to a new channel belonging to the new
base station. This process is called handoff or handover.
In order to provide uninterrupted service to the mobile
subscribers, handoffs must be performed successfully and
should be imperceptible to the users. Users may have to
change their radio cells a number of times during the
lifetime of their connections, and as a result, availability
of wireless network resources at the connection setup
time does not necessarily guarantee that wireless network
resources will be available throughout the whole lifetime
of the connection. Thus the handoff events make the
call admission control process for wireless networks more
complicated than those for wired networks.

More specifically the admission control steps in wireless
networks can be summarized as follows [2]: (1) assign one
or more (e.g., soft handoff) base stations for a new or
handoff call if the call has been accepted; (2) assign one



or more channels (e.g., frequency, time slots and codes or
a combination of them) according to rate requirements;
(3) assign transmitting powers for the base station and
mobile nodes (power levels are adjusted according to the
channel conditions, user location and required QoS); and
(4) allocate resources according to the traffic classes (a time
scheduler decides when to use the allocated resources).

The resources are estimated from the measured
interference conditions, radio channel characteristics,
current load in the cell site, sessions’ traffic characteristics,
and quality of service requirements. These inputs along
with historical values and capacity models are used for
the admission control tasks. An important consideration
in specifying these functions is the interplay of the
granularity of their response, and the load they create
on the system. Too little monitoring may cause out of
specification performance for a period of time while these
measurement and management functions themselves will
place a load on the systems they are monitoring. Another
measurement required for wireless systems is done in
order to estimate the link quality for highly variable air
interface and user mobility. Bursty data transmission
poses a new problem as the link quality cannot be
measured efficiently at long idle times where the distance
between transmissions can be considerably changed. A
tradeoff between using estimated average link qualities
versus keeping the link alive at a minimum idle power
level must be taken into account for different ratios of idle
rate to mobility rate.

In the following we examine in more detail each one
of the main elements involved in the admission control
process in wireless networks.

3. POWER CONTROL

The objective of power control is to deliver to each radio
receiver a signal that is strong enough to overcome noise
and interference from other signals but not so strong as
to cause excessive interference to other communications.
In general power control guards against changes in
the system load, jamming, slow and fast variations in
the channel conditions, and sudden improvements or
degradations in the links. The gain from power control
can be seen in conserving energy for prolonged power
supply, in satisfying stable QoS for multimedia services,
in efficient handling of mobility (handoffs), in increasing
overall capacity, and in other applications.

The carrier-to-interference ratio (CIR) [or signal-to-
interference ratio (SIR)] balancing technique for power
control purposes has been presented in several early power
control schemes [3,4]. The power control algorithms in the
literature can be classified as distributed and centralized
algorithms. For mainly practical considerations, most
efforts have concentrated more on distributed power
control schemes than on centralized schemes, because
the centralized power control suffers from problems such
as large-scale data management, complexity, network
vulnerability, and latency, etc.

In any of these algorithms either the path gains are
assumed to be known a priori, or measured SIRs on the
active links are utilized. In general two main distributed
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power control approaches have been proposed. In the
first approach, the receiver’s signal-to-interference ratio
(SIR) is measured and the transmission power is adjusted
according to whether the SIR is below or above some
target value. The drawback of this algorithm is that the
local adjustments, without a global consistency, increase
the interference to the neighboring areas, which, in turn,
results in an increase of power in this area, and finally in
an increase of interference. In the second approach, the
transmitted power is adjusted in order to balance the SIRs
of all links and to maximize the worst SIR in the channel.
The drawback of this approach is that during the iterations
of power adjustment or after reaching the steady state, the
SIRs of the links may fall below the required value.

Besides the ability to compute capacity margin, the
desired properties of a power control scheme are stated [5]
as to be distributed (at the node or link level) in
order to require minimal usage of network resources
for control signaling, simple to be suitable for real-time
implementation, agile for fast tracking and adaption to the
channel changes and mobility, robust to be able to adapt to
stressful contingencies, and scalable to perform at various
network scales of interest. In predictive call admission
control, a predictor is used to predict the future traffic
from its present and past values. If the call setup time is
longer relative to the traffic variations, the advantage of
the predictive algorithm is higher.

Power control in code division multiple access (CDMA)
cellular systems is a crucial issue since the capacity
of CDMA networks is mainly interference limited [6,7].
Present CDMA cellular systems have been optimized for
voice transmission. For voice CDMA systems based on the
Interim Standard (IS95) standard, power control is used
to combat the near—far problem by maintaining nearly
constant received power at the base station. Power control
is used as a means of minimizing multiuser interference
and improving capacity by adjusting the powers to obtain
the same carrier to interference power ratio on all links.

In the IS95 reverse link (uplink), the signal from each
mobile unit should arrive at the base station with the
minimum signal-to-noise ratio (SNR) needed to maintain
the desired quality. In reverse-link—open-loop control,
the mobile unit estimates the path loss from the cell
site by comparing the received power to the transmitted
power. Then the mobile adjusts its power such that the
transmitted power is lowered if the signal is determined to
be too strong or is increased slightly otherwise. In reverse-
link—closed-loop control, the demodulator at each cell site
compares the received SNR to the desired value and
commands the appropriate adjustments. In the forward
(downlink) link, at certain locations, the signal received
by a mobile unit may be too weak to accurately decode
data due to the excessive shadowing and interference
from a neighboring cell. The cell periodically reduces the
transmitted power in order not to transmit high power if
not necessary. When a mobile detects an increase in its
frame error rate, it requests higher power and the cell site
increases the power by a predetermined amount.

Several power control algorithms have been proposed to
address the problem of admission control in a DS-CDMA
(direct-sequence code-division multiple access) network



122 ADMISSION CONTROL IN WIRELESS NETWORKS

with integrated services [8,9]. The main objective is to
achieve optimality in the sense of maintaining active link
quality (QoS of active users) while maximizing free capac-
ity of new admissions. Bursty packet applications can
introduce high interference during active periods. Multi-
access interference is regulated by controlling the transmit
powers of the users for active link quality protection. This
is done by computing the “interference margin,” that is,
the amount of excess interference that can be tolerated by
active users without violating their SNR thresholds.

In many systems, transmission power control and
channel allocations according to the traffic classes are
managed jointly in order to maintain the SIR’s of all links
above the required quality factor at all times. For instance,
the conventional power control scheme can be used with
one power level for each slot if packets with equal or similar
bit error rate (BER) requirements are transmitted in the
same slots [10]. Otherwise, an optimal power distribution
can be computed to provide the required BER of media
with high priority and achieve the maximum throughput
and minimum BER of media with low priority [11].

4. CHANNEL ALLOCATION AND ADMISSION CONTROL

In general the channel allocation problem can be viewed as
a combinatorial optimization problem. Frequency-division
multiplexing and time-division multiplexing provide a
“channelization” of the spectrum. In code-division mul-
tiplexing schemes waveform allocations are permuted in a
random fashion [12]. Depending on the dedication of band-
width, we can categorize the channel allocation schemes
into four sets as follows: dedication of channels for call
duration (circuit switching), dedication of channels for
packet duration (packet switching), dedication of channels
for the duration of burst data (burst switching), and ran-
dom access transmission (common channel packet switch-
ing) that do not require a reservation of channels. While
circuit switching is a fixed dedicated assignment, packet
and burst switching are demand-based assignments. For
each one of these sets and switching schemes, different
channel allocation and admission control processes are
required.

4.1. Circuit Switching

In circuit switching, the users are allocated a dedicated
channel and a continuous connection is guaranteed during
a session. Hence, circuit switching is a static admission
control where the negotiation is done for the call dura-
tion in the specific cell. The steps are specification of
QoS requirements, negotiation for an agreed specifica-
tion between all parties, admission control for prediction
of the capability to meet the users’ requirements, and
resource reservation for allocation of resources to con-
nections. These functions are supported by a database of
multimedia documents that has information such as his-
torical characteristics of a link, a profile manager that
maintains QoS-related information for different classes of
users, and a network monitor that monitors the system’s
state at the new and handoff call arrivals.

The user first sends a request message containing the
information for the specification of the QoS requirements.

The cell site decides to accept or reject the user according
to the active users QoS requirements. If feasible power
and rate vectors are found, the new user is accepted to the
system. A power vector is feasible if for every active link,
a positive transmission power level smaller than the peak
transmit power can be found. Similarly, a rate vector is
feasible if for every active link a rate level greater than
the minimum required rate can be assigned. If the user is
accepted, an acknowledgment message with the assigned
channel and the required power level is send to the mobile.
Each session arrival is either allocated to a dedicated
channel or blocked. If a negative acknowledgment is
received or no response is received within a predetermined
time interval, the user resends the request message after
a random delay. A blocked user is lost if the waiting time
exceeds the tolerance time or a maximum number of access
attempts is reached.

4.2. Packet Switching

Dynamic admission control is more effective for bursty
multimedia data and highly variable wireless channel
conditions. Its corresponding functions include: monitor-
ing of the QoS parameters, policing for ensuring that all
parties satisfy the QoS contracts, maintenance of QoS by
modification of some network parameters, renegotiation
of a contract, and adaptation to the changes in the sys-
tem. Depending on whether the renegotiation is done on a
packet or burst basis, the packet and burst switching tech-
niques are performed. In packet switching, data terminals
must contend for a channel for each packet that must be
sent. Therefore the network utilization is maximized while
access delay per packet is increased.

4.3. Burst Switching

Circuit and packet switching techniques are insufficient
in meeting the quality of service (QoS) requirements of
bursty long multimedia messages due to the poor channel
utilization and high per-packet delay, respectively. For
instance, the proposed burst switching technique in
cdma2000 MAC layer [13] attempts to overcome these
problems by allocating the dedicated channels to the burst
of data and releasing them at the end of the bursts. This
ideal burst switching system would immediately release
the circuit at the beginning of the idle period following
the packet burst, so that the allocation delay constraints
would be satisfied, while the channel utilization is
maximized [14].

Since the traffic channels are allocated for the duration
of a burst, admission control at burst level is considered.
Admission control must be dependent not only on the
active users but also on the registered users in the inac-
tive state (since they can reaccess the system), in order
to foresee the potential to admit a new user. Depending
on the traffic and control channels allocation and registra-
tion process, a terminal can be in different states where
the state transitions are controlled by the base station
via “timer” values. The optimal timer that determines
the burst length depends on the user traffic characteris-
tics, the timescale of interest, the system load, and the
corresponding QoS requirements.



4.4. Common Channel Packet Switching

For short bursty messages, the exchange of resource alloca-
tion control information can be avoided by using ALOHA-
type random-access methods where terminals compete for
radio resources. This approach requires the resolution of
collisions and the use of retransmission policies.

The common packet channel (CPCH) mechanism has
been shown to be an efficient transfer mechanism of packet
data in wireless environments for non-real time applica-
tions such as email, HTTP, and FTP [15]. CPCH message
transmission typically operates in power controlled CDMA
systems. Each message can have variable length where
the maximum length is a higher-layer parameter. Since
error control via acknowledgments and retransmission
in non-real time applications is crucial, especially in the
environments where message losses are usually higher,
a retransmission scheme is used. The additional delays
caused by retransmissions are likely to be tolerable in
applications with less stringent delay bounds, while the
loss of some of the messages is often intolerable since
completeness of information delivery is essential.

There is no guaranteed QoS during the packet trans-
mission. A positive or negative acknowledgment is sent to
the user after the reception of each packet according to
the packet error at the receiver side. If negative acknowl-
edgment is received or no response is received within a
predetermined timeout value, the user retransmits the
packet after a random delay. Acknowledgments can be
send for each packet or for a burst of packets.

In general, the advantage of burst reservation schemes
for data services is minimization of the interference for
voice and data packets at the expense of higher overhead
to control and measure the channel load. On the other
hand, ALOHA-type common packet transmission requires
a higher rate of retransmission for data users while a
simpler control mechanism is needed.

4.5. Hybrid Schemes

Hybrid channel assignment schemes are used for inte-
grated voice/data services where voice traffic is transmit-
ted in a circuit mode while data traffic is transmitted
in packet/burst mode or on a common channel. In this
case, data users can use the voice channels during orr
time of voice users without degrading the QoS of the voice
users. Some proposed channel assignment techniques are
described below.

For Dynamic TDMA/TDD mode, users send transmis-
sion requests to the base station that processes them with
a schedule table based on the QoS parameters of user
traffic. For constant-bit-rate (CBR) and variable-bit-rate
(VBR) traffic, slot allocation is performed once during call
establishment, as in circuit mode. For available-bit-rate
(ABR) and unspecified-bit-rate (UBR) traffic, slot alloca-
tion is performed on a burst-by-burst basis via dynamic
reservation of ABR/UBR slots and unused CBR/VBR slots
as in burst switching.

In packet reservation multiple access (PRMA), each of
the slots are classified as being either reserved or available.
Reservations are limited to terminals transmitting real-
time data such as voice or video. Data terminals must
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contend for a time slot for each packet that must be sent
as in packet switching. Speech activity detectors are used
to hold reservations only for the duration of the talk spurt
and to release them during quiet spurts so that the channel
bandwidth can be used by other terminals with packets to
send. One drawback of this algorithm is that while voice
terminals are able to minimize collisions by reserving
slots, terminals must still contend for initial access and
data packets must contend for each slot. Furthermore,
the permission probability of the different terminals must
be controlled so that terminals with time-sensitive data
are able to access the channel without excessive delays.
Various improvements to the basic PRMA protocol have
been proposed for multimedia cellular systems. For TDMA
systems, dynamic and centralized PRMA are proposed
where time slots are assigned to users according to the
amount of bandwidth required and their priority levels.
After a contention period, the base station allocates
as much of the user’s requested rate as possible. For
time-division CDMA (TDCDMA) systems, PRMA-based
techniques further divide each time slot into subslots using
up to eight spreading codes. These subslots are used for
contention and data transmission. The reservation will
last until the end of the voice burst or for a certain
numbers of data frames. By controlling the contention
access and allocation for data services, the protocol is able
to track delay requirements and dropping probabilities for
different services.

For CDMA systems, the packets are classified according
to their traffic rate and queued according to their priority
levels. The terminal can be at three states: idle, active, and
blocked. Different techniques are studied to meet different
rate requirements by using variable processing gain or
multiple codes. In hybrid systems [16], short packets are
transmitted on an ALOHA basis using random access
with no access delay and minimum overhead. In the case
of larger packets the terminal will request a dedicated
channel (code) on the access channel. The base station will
evaluate if the request resources are available to assign
a transmission format with the time that the user can
start transmitting. Once the transmission is finished the
terminal will maintain the link for a certain time. If a
packet is generated within that time, the user transmits
immediately, but if the packet is very large, the user has
to request the channel again.

5. HANDOFF AND ADMISSION CONTROL

According to the call initiation position, in a wireless
network two types of calls submit admission requests to
a base station: new calls, which are initiated by mobile
subscribers in the current cell; and handoff calls, which
are initiated in other cells and handed off into the current
cell. The function of admission control as mentioned before
is to determine whether to grant radio resources to an
incoming new/handoff call on the basis of information such
as the current channel occupation, the bandwidth and QoS
requirements of calls in service, and the characteristics of
the call that requests admission.

When a call hands off to a neighboring cell whose
admission control process decides to reject its admission
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request, the call is forced to be terminated prematurely
(dropped). One of the important tasks of call admission
control is to limit the probability of such forced termination
of ongoing calls, because from the viewpoint of mobile
subscribers, having a call abruptly terminated in the
middle of the conversation is less desirable than new call
attempts being blocked occasionally. Hence most of the
wireless admission control schemes are handoff-prioritized
schemes, which offer handoff calls higher priorities over
new calls to access the limited radio resources.

It should be noted here that a lower handoff call block-
ing probability is obtained at the cost of an increase in
the new-call blocking probability. Therefore the admission
control schemes must be carefully designed to balance
these two types of blocking in order to achieve a better per-
formance. Many handoff priority-based admission control
schemes, that range from static to dynamic, have been pro-
posed in the literature and they can be roughly classified
into three categories [17]: guard channel schemes, queuing
priority schemes, and channel borrowing schemes.

5.1. Guard Channel Schemes

In guard channel schemes (also called cutoff priority
schemes), some of the radio channels are reserved for the
exclusive use of handoff calls while the rest of the channels
are shared equally by both new calls and handoff calls. One
critical factor that influences the performance of guard
channel schemes is the number of channels that need to
be reserved. If the reservation is low (underreservation),
the QoS requirements on handoff call blocking probability
cannot be met as shown in Fig. 1a. On the other hand, a
higher level of reservation (over-reservation) may result
in a large number of new-call attempts being rejected.
Depending on how the number of guard channels
is determined, guard channel schemes can be further
classified into static schemes and dynamic schemes. For
static guard channel schemes the number of channels
reserved for handoff purposes is fixed for each cell, and it
is calculated based on the knowledge of the traffic pattern
of the area and the estimation of channel occupancy
time distribution at the system design stage. The major
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advantage of this static approach is its simplicity
since no communication and computation overheads are
involved. However, the problems of overreservation and
underreservation are unavoidable if the cell traffic does
not conform to the prior knowledge. Therefore dynamic
reservation schemes are designed to overcome these
problems. Through the use of current system information,
such as user mobility information and channel occupation
information, dynamic schemes can determine the number
of guard channels in a real-time fashion, and therefore they
can easily adjust to the changing conditions of the system.

It should be noted here that no matter how the
reservation is made, the guard channel schemes may
result in a reduction of the total carried traffic (as shown
in Fig. 1b). In general it is the originating calls and not
the ongoing calls that really add to the total traffic [18].
Because fewer channels are available to new calls, the
larger the number of the guard channels, the higher the
probability the originating calls being blocked and, hence
the less the overall traffic carried by the system.

5.2. Queuing Priority Schemes

The basic idea of the queuing priority scheme is that when
a new call or a handoff call cannot be granted the required
channels at its arrival time, the call is put into a queue
waiting for its admission conditions to be met. Queuing of
handoff calls is possible due to the fact that there is a finite
time interval between the time that the received signal
level drops below the handoff threshold and the time the
call is terminated due to insufficient signal level. As shown
in Fig. 2, handoff can occur at any time during the time
interval At.

Queuing of new calls is possible because of the use of
common channel signaling in digital communication sys-
tems. In the standard Public Switched Telephone Network
(PSTN) the queuing of new calls is impractical since the
signaling needed for the dialing is done on the communica-
tion channel itself. Queuing of a new call would therefore
result in multiple redials that would unnecessarily occupy
some communication channels. In cellular systems, how-
ever, the setup of a call is done on a separate control
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channel, which can provide the system with a way of queu-
ing new calls without affecting the transmission channels.
According to the types of calls that are queued, the
queuing priority schemes can be further classified into
handoff call queuing, new-call queuing, and new/handoff
call queuing. Handoff call queuing schemes put the incom-
ing handoff call in the queue and block new call attempts
if there are no available channels. New call queuing is
often used in combination with guard channel schemes
to increase the carried traffic; if the new-call admission
conditions are not met, then the arriving new calls are put
into a queue to wait for the channels to be released. In
the new/handoff call queuing schemes, both new calls and
handoff calls are queued in the same queue and handoff
calls are given non-preemptive priorities over new calls.

5.3. Channel Borrowing Schemes

The channel borrowing scheme is a combination of fixed
and dynamic channel assignment schemes. The channel
borrowing schemes work as follows: when all the channels
in a cell are occupied, the cell borrows channels from other
cells to accommodate the incoming handoff calls, as long
as the borrowed channels do not interfere with the ones
used by existing calls. The channel borrowing schemes are
more flexible in the sense that by “moving” (borrowing)
channels from less busy cells to more busy cells, a balanced
performance throughout in the system can be achieved.
One problem associated with the channel borrowing
scheme is channel locking. This occurs when cells within
the required minimum channel reuse distance from a cell
that is using a borrowed channel cannot use the same
channel. Reuse distance in a cellular system is defined
as the minimum distance between two cells that may use
the same channels. Reuse factor is a cell plan parameter
equivalent to reuse distance. It is the minimum number of
channels needed to establish one call connection at each
cell without reusing a channel in cells closer than the
reuse distance [19]. Figure 3 shows a part of a wireless
network that has frequency reuse factor 7. When cell B
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Figure 3. Channel locking caused by borrowing action.

borrows channel ¢ from cell A to serve an incoming handoff
call, the predefined frequency reuse pattern is temporarily
violated: those darkest shadowed cells are prohibited from
using channel ¢, although channel c¢ is originally assigned
to these cells and the darker shadowed cells cannot borrow
channel ¢ due to the cochannel interference requirements.

Channel locking problems make the channel borrowing
schemes more complicated than the guard channel
schemes and queuing priority schemes because the
decreased handoff call blocking probability is obtained at
the cost of decreasing the capacity of other cells, which, in
turn, will cause QoS degradation in these cells. In order to
achieve a better performance, a channel borrowing scheme
must try to minimize this cost through cell coordination
and centralized control. Two commonly used borrowing
protocols are the minimum influence borrowing and
channel reallocation. The minimum influence borrowing
algorithm aims to borrow the channel that has minimum
impact on the overall performance of the system. When
channel borrowing in necessary, all the borrowable
channels are compared in terms of the traffic conditions
in the blocked cells of each borrowable channel, and
predictions are made accordingly. Then the channel that
will cause the least QoS degradation in the expected
future is chosen. The channel reallocation process aims
at minimizing the time that a borrowed channel is used.
Instead of returning the channel when the call that uses
the borrowed channel completes or hands off, if there is a
channel that is released by another call in the borrower
cell, the borrowed channel is returned and the released
channel is allocated to this call.

6. ADMISSION CONTROL IN 3G STANDARDS

Second—Generation (2G) wireless systems have focused
on the development of mobile networks in order to support
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conventional telephony services. The aim of next gener-
ation systems, such as 3G technologies wideband CDMA
(W-CDMA), cdma2000, and the Universal Mobile Telecom-
munications System (UMTS), [International Mobile
Telecommunications in 2000 (IMT-2000)], is to support a
variety of data services while increasing the system capac-
ity. As an interim solution, the global system for mobile
communications (GSM) operators are moving toward the
general packet radio system (GPRS) technology. At the
same time the TDMA (and some GSM) operators are plan-
ning for enhanced data rate for global evolution (EDGE).
The IS95 CDMA operators are considering 1XRTT, which
is the interim step toward CDMA-2000. Two other inter-
esting approaches being developed are higher data rate
(HDR) and “1 EXTREME.” One industry group, the 3rd
Generation Wireless Partnership Project (3GPP), is devel-
oping the 3G standards for GSM-based and wideband
CDMA (WCDMA) air interface, while the 3rd Generation
Partnership Project 2 (3GPP2), is developing 3G standards
for cdma2000-based systems and the Universal Wireless
Communications Consortium (UWCC) for the evolution of
North American-TDMA (NA-TDMA) technology.

For the establishment of a packet data session, a GPRS
UE (user equipment) must activate a packet data protocol
(PDP) context where QoS parameter values are negotiated
according to the availability of resources [20]. The QoS
profile consists of five attributes: delay, service precedence,
reliability, mean throughput, and peak throughput.
However, since there is no per-flow prioritization and
only best effort traffic is supported, end-to-end QoS, such
as delay attribute, is not implemented. In UMTS, the PDP
context mechanism has been improved to support QoS for
multiple application flows with enhanced QoS negotiation
and setup, and as a result, network QoS for end-to-end
services can be realized.

For a CDMA air interface, QoS requirements are sat-
isfied for different traffic classes. For instance, hard QoS
guarantees are provided to realtime applications such as
voice and video, and best-effort service to non-real-time
applications such as packet data. Therefore, the resources
are offered in accordance with the specific group character-
istics. Group behavior of a class is implemented by power
control and spreading control. An extensive research is
done for both uplink and downlink cases with class-based
bandwidth scheduling schemes to attain differentiated
QoS on the CDMA air interface. The admission control in
these schemes requires a radio resource allocation frame-
work that characterizes the capacity model of a CDMA air
interface and QoS models of various traffic classes.

In WCDMA, the power and rate adaptation algorithms
can be implemented by the power/rate scheduler and the
transmission time control by the time scheduler. The
necessary radio channel characteristics can be provided
by a resource estimator and the built-in capacity models
in a call admission control module, and/or the resource
estimator that can translate the gain from optimal power
and rate allocation into better capacity estimation and
utilization. In TD-CDMA, the admission control also
has a time-slot assignment for uplink or downlink. This
flexibility provides better adaptation to different scenarios,
such as traffic asymmetry between uplink and downlink.

Furthermore, allocation of CDMA codes and TDMA time
slots provides higher granularity.

In IS95B, higher-data-rate service is provided through
code aggregation. Specifically, up to eight codes can be
assigned for the duration of a burst (one fundamental
code and seven supplemental codes) requiring a burst-
level admission control. A call origination with the packet
data service option is used to establish a packet data
service level registration. When the user remains idle
for a predetermined inactivity time, the air interface
resource is deallocated but the packet data registration
remains established. The fundamental channel is assigned
for the duration of the packet data call, whereas the
supplemental channels are assigned for the duration of
the packet data burst. Some of the major enhancements
of CDMA2000 include the addition of a pilot channel
on the reverse link and closed loop power control on
the forward link. Furthermore, two additional states are
added. In the active state, both a traffic and a control
channel are assigned to a mobile. In the control hold
state, the traffic channel is released but the control
channel is maintained. In the suspended state, no interface
channels are assigned, but the radiolink protocol state is
remembered to avoid delays during reinitialization. The
CDMA2000 physical layer provides a single supplemental
channel with variable spreading gain. CDMAZ2000 defines
a multimode enhanced random, and reservation-access
scheme [13]. It is a combination of well-known packet
reservation multiple access and common channel multiple
access concepts. For an efficient high-speed packet data
traffic with variable duration and data rates, admission
control is enhanced with fast congestion control, fast
capture feedback, interference control, and closed-loop
power control. Depending on the service type and packet
size, the mobile may need to request a dedicated channel
or a reserved common channel, or simply include its packet
in its random-access probe.

Standardization activities also include defining 3G
wireless networks based on a TDMA air interface, namely
EGPRS. It uses a TDMA-based packet-switched radio
technology and a new air interface, EDGE, and GPRS
core network designed for best-effort packet data services.
Most of the research and development efforts in supporting
QoS for multiple service classes in TDMA networks
include packet scheduling schemes and multiple time-slot
assignments.

7. CONCLUDING REMARKS

The explosive growth of the Internet and the continued
dramatic increase for all wireless services are fueling
the demand for increased capacity, data rates, supported
multimedia services, and support for different QoS
requirements for different classes of services. The scarcity
of available radio spectrum limits the obtainable user
data rates, and therefore issues associated with the
QoS, network management and control, and system
adaptability are rapidly gaining critical research and
commercial importance. In this article we discussed
the problem of admission control in -circuit-switched
and packet-switched wireless networks, and presented



efficient admission control schemes in order to maximize
the utilization of the limited radio resources, while
maintaining the QoS requirements of mobile users. The
various elements and processes associated with the
admission control in wireless networking technologies
include the assignment and allocation of limited network
resources, such as bandwidth, channels, and transmission
powers. Depending on the dedication of bandwidth and
channels, we classified the channel allocation mechanisms
and the corresponding system operation in the following
modes: circuit switching, packet switching, burst
switching, and common channel packet switching. For
each one of these various modes we described in detail the
overall admission control process. We have also provided
an overview of the available handoff priority-based
admission control schemes, in order to address tradeoffs
between the handoff call blocking probability and the new
call blocking probability. Finally we discussed the role and
operation of admission control in the various standards
for the current and next-generation wireless networks.
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ALOHA PROTOCOLS

Jonn J. METZNER
Pennsylvania State University
University Park, Pennsylvania

1. INTRODUCTION

The ALOHA method originated at the University of
Hawaii as a means for multiple users to send short data
packets via radio transmission over a common channel to
a central station, in a largely uncoordinated manner [1].
The central station (see Fig. 1) would rebroadcast all its
receptions on a different channel, so that the sending
users would be fed back their own transmissions along
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Figure 1. Rebroadcast by the central station (circle) of signals
sent by the ALOHA participants (squares).

with others. If the user observes that its data packet has
collided with another, it would retransmit some time later.
If the sender sees its own packet unaltered, this serves as
an acknowledgment.

Two major categories of ALOHA are unslotted ALOHA
and slotted ALOHA. In unslotted ALOHA, a transmitted
packet can be sent at any starting time and can be of varied
duration. In slotted ALOHA, there are fixed-sized synchro-
nized time slots. A sender can send in any time slot, and the
data packets should all be slightly smaller than a time slot
duration. Collisions can be complete or partial in unslotted
ALOHA, but are complete in slotted ALOHA. Even a par-
tial collision usually calls for retransmission of the packet.

If the broadcast method does not provide enough infor-
mation for the sending user to be certain of successful
transmission, another option is for the destination or the
central station to send back an individual acknowledgment
signal.

ALOHA is very effective in light traffic situations; the
sender can use the whole channel, and send very rapidly,
usually without collision. With heavier traffic, ALOHA suf-
fers from problems of efficiency and stability. Various pro-
tocols and signal processing methods have been invented
to alleviate these problems. These include collision resolu-
tion algorithms, control of arrival rate and retransmission
time, reservation ALOHA, multichannel ALOHA, capture
ALOHA, and diversity reception. Also, a modification of
unslotted ALOHA using carrier-sense multiple access with
collision detection (CSMA/CD) is the basis for the popular
Ethernet local-area network protocol [2].

2. QUANTITATIVE ANALYSIS OF IDEALIZED SLOTTED
ALOHA COMMUNICATION

Suppose slotted ALOHA is used and all users observe the
results of all transmissions. Models have assumed either
(1) an infinite number of users having a finite total mes-
sage arrival rate or (2) a finite number of users. The time
delay for retransmission is assumed to be independently
randomized for each retransmission; if it were the same
for two colliders, they would collide again for certain.

2.1. The Infinite Number of Users Model

Packets (including packet retransmissions) are presumed
to be generated by the infinite set of all users at a total
finite rate of G packets per time slot. The number of trans-
missions in a slot is assumed to obey a Poisson distribution:
G"

There is a successful transmission in a slot if and only if
exactly one transmission occurs. Let S be the fraction of
successful slots, also called the throughput per slot.

S =Ge ¢ (2)

S is maximum at G = 1, where it equals e~! or 0.368.

G consists of two components: an average new packet
arrival rate denoted as A, and an average retransmission
rate denoted as r: (G = A + r). This model does not properly



reflect the effect of statistical variations. For a given
average arrival rate A, there is a finite probability that
a short-term packet transmission rate G will occur that is
large enough to cause the success (departure) rate to fall
below A. This will cause increased r (more retransmissions
needed), which reduces S, leading to still higher r, until
almost all traffic is retransmission traffic and hardly any
are successful. This potential instability problem can be
alleviated by blocking new packet transmissions and/or
increasing average retransmission delay on observing
excessive collision.

2.2. The Finite Number of Users Model

Assume that there is a fixed number M of active users.
Suppose that & of these users are backlogged, which means
that they have a need to retransmit a previously collided
packet. Backlogged users do not send a new packet until
after the backlogged packet is successful, at which time it
becomes a nonbacklogged user. Assume that each M — &
nonbacklogged user has, independently of other users
or its own past events, a probability P4 of sending a
packet in the next slot, and that each of the % backlogged
users has, independently, a probability Pr of sending its
retransmission in the next slot.

This model is artificial because there is no fixed number
of “active” users in practice, and active users are bursty
in their needs for transmission. A large number of users
tend to average out the behavior, however, so the model
may approximate the real situation.

Suppose at a given time there are k& backlogged users.
Call this state k. The offered load in state & is

G(k) = (M — k)P4 + kPp 3

For moderately large M, the success rate S(k) can be
approximated by [3]

S(k) ~ G(k)e ¢® 4)

where G(k) is as given by (3).

In state &, there is an average arrival rate of (M — k)P,.
The success rate S(k) can be thought of as a departure
rate. When arrivals exceed departures, the backlog
increases and G increases, since, normally, Pg > Pa.
The reverse happens when departures exceed arrivals.
Figure 2 illustrates how system behavior tends to drift.

The arrows along the departure curve denote the drift
direction. Point A is a desirable stable operating point.
However, occurrence of a short-term jump in arrival rate
can easily move the system past the unstable equilibrium
point B, after which % increases to send the system to the
undesired stable operating point C.

For very small Py, there can be a single desirable stable
point, but very small Pz means long delay. Ideal operation
would be to control Pr as a function of & so as to keep G(k)
as close to 1 as possible, but the state is difficult to know
exactly. A simple control scheme could increase Pr when
an idle slot is observed and decrease it when a collision is
observed.
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Figure 2. Drift analysis of ALOHA stability.

3. UNSLOTTED ALOHA

Unslotted ALOHA packets can start at any time and can
be of variable size. If one assumes that any overlap of
two frames causes both to be lost, unslotted ALOHA is
considerably less efficient than slotted ALOHA. For equal-
size packets the maximum efficiency is %e, or half that of
slotted ALOHA. With unequal-size packets the maximum
efficiency is slightly higher than %e. However, variable size
packets often are desired, in which case slotted ALOHA
would suffer inconvenience and/or inefficiency if packets
had to be broken up or only partially filled slots.

4. IMPROVING THE EFFICIENCY OF ALOHA

There are three avenues for modifying ALOHA communi-
cation to improve its efficiency:

1. Use protocols to eliminate or reduce collision
frequency.

2. Tolerate collision through signal design, signal
processing, and/or diversity reception.

3. Increase the number of bits per slot by using
nonbinary transmission.

Techniques in the first avenue include (a)un-
slotted—send only when no activity is sensed on the
channel, called carrier-sense multiple access (CSMA);
(b) unslotted — stop sending if a collision is detected, called
collision detection (CD); (c) slotted — collision resolution
algorithms.

Avenues la and 1b are employed as CSMA/CD in the
Ethernet protocol for local-area networks. The sensing of
the channel does not result in perfect collision avoidance
because of the nonzero propagation time between potential
senders. Wireless networks can use CSMA but seldom CD,
because the locally strong signal of a transmitting station
prevents detection of a locally weak signal transmitted
remotely in the same timeframe and frequency band. With
the central station model the central station broadcasts on
a different band than the multiaccess users. The collisions
are detected, but the round-trip propagation time may
make it too late to benefit from a halt in transmission.
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5. COLLISION RESOLUTION ALGORITHMS

These algorithms [4] improve the efficiency of slotted
ALOHA by forcing a resolution of a collision. After
a collision, only the colliders (the backlogged set) are
permitted to send until the collision is resolved by their
success. The algorithm ensures successes by the colliders
within a minimum average number of slot times, while
also allowing all users to know when the collision has
been resolved. All potential senders are assumed to be
informed of whether the prior slot experienced a success
or a collision, or was idle; they are not presumed to know
how many have collided.

One may question how the potential senders all get to
know of the collision just before the next slot. The slotted
ALOHA channel could occupy a slot in a TDM frame whose
duration is longer than the round-trip time needed to learn
of the collision. Figure 3 illustrates such a slot.

The gist of the algorithms, without going into the
details, is as follows. Each collider picks a number in
some agreed-on range; the range is split into two subsets,
and those in the first subset send. If there is no collision,
the first subset is resolved and attention turns to the
second subset. If there is a collision, the first subset is split
in two, eventually leading to resolution of the first subset.

With these algorithms, the maximum efficiency is
increased from 0.368 to close to 0.5, with the exact gain
dependent on the algorithm details and assumptions.
Perhaps more importantly, the algorithms ensure stability
at all arrival rates less than the maximum efficiency,
which is the limit as n — oo of n divided by the expected
number of slots to resolve n colliders. This is because,
with n colliders, the average number of arrivers during
the average number of slots needed to resolve the colliders
remains less than n. Thus n always tends to drift lower.
Delay also is reduced, because it is not necessary to use
a small P, for a backlogged packet; the backlogged packet
delay is no more than the time to resolve its collision.

6. RESERVATION ALOHA AND HYBRID SYSTEMS

In reservation systems, the information transmitted to
make a reservation of data to be sent afterward is normally
a minute fraction of the total information flow. Thus, a
small portion (subchannel) of the channel can be devoted
to reservation traffic, and even that subchannel can be
lightly used. ALOHA methods work well in a light traffic
channel, because transmissions are fast and collisions are
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Figure 3. Occurrences of successive instances of an ALOHA slot.

rare. A collision merely becomes a delayed reservation,
which is not too troublesome if rare.

ALOHA can also be used to implicitly reserve a slot in a
TDM system for an indefinite period of successive frames
by successfully transmitting data in that slot. Others
could defer attempting to send in that slot until it was
observed that the slot had become idle. This method is
called reservation ALOHA [5].

7. MULTICHANNEL ALOHA AND MULTICOPY ALOHA

The ALOHA idea can be extended to multiple channels.
These channels might be different frequency bands (FDM),
different time slots of a synchronized frame (TDM), or
different orthogonal code sequences in CDMA. If there
are n frequency channels instead of 1, the time to send a
packet increases by a factor of n. This would be a slight
disadvantage under light traffic, since it would take much
longer to send a burst of packets unless more than one
channel was used simultaneously. There is no gain in total
capacity by splitting into multiple channels.

Consider TDM with multiple ALOHA channels. One
possibility is that if a collision occurs, the sender should
resend in a randomly chosen channel. But this is just like
picking at random to send in one of n slots, which is not
much different than the one-channel strategy of sending a
random time later after a collision.

Another thought is to send multiple copies of a packet
in the hope that at least one will get through. This may be
okay to do for a small subset of important, delay-sensitive
messages. However, it is highly inefficient as a general
policy. This is because (1) the limit of a fraction 0.368 of
total successful packets can’t be exceeded and (2) multiple
successes of the same packet are included in this fraction,
so the proportion of different successful packets will be
much lower than 0.368.

8. CAPTURE ALOHA AND ABILITY TO TOLERATE
COLLISION

The discussion so far has assumed that all colliding
packets are lost. This may be overly pessimistic. There is
a capture effect such that if one of two received signals is a
certain amount stronger than an interferer, the strongest
signal can be decoded. More sophisticated decoding and
signal processing techniques may even allow both of two
colliding packets to be decoded. If the stronger of two
interfering signals is decoded, the effect of this now known
signal could be subtracted out to a large extent, possibly
allowing successful decoding of the weaker signal.

With slotted ALOHA, the number of simultaneously
transmitted signals is rarely greater than 2, so
simultaneous decoding may not be that complex. If two
could be decoded simultaneously, but not more than two,
the throughput per slot would be

S =Ge C+G%C 5)
where S is maximized at G = 1.618 and is

Smax = 0.840 packets/slot (6)



One simple way of using the capture effect to increase
the throughput of slotted ALOHA is to use two different
packet transmission power levels. Assume that if exactly
one strong signal packet is sent in a slot, along with any
number of weak signal packets, the strong signal packet
is successfully decoded, but the weak one(s) will be lost.
In any other collision event, all packets are assumed to be
lost. This allows a higher efficiency than ALOHA without
capture, and for an optimum proportion of high-power
senders the maximum throughput is increased [6] from
1/e or 0.368 to (e~1~1/®) or about 0.53.

Even without intentionally designing for two different
power levels, received signals will come in with different
powers. With fading, individual senders will sometimes
come in at high power, sometimes with low power. This is
an advantage [7]. A receiver could have multiple antennas
that experience independent fading on different antennas.
With this diversity reception feature, a signal A could be
received more strongly than signal B on one antenna,
while signal B could be received more strongly than
signal A on another antenna, such that both could be
captured. In ALOHA systems, fading may actually create
greater throughput than without fading.

9. MULTIBASE ALOHA

Extending the idea of multiple antennas for diversity
reception in ALOHA systems, it is possible to have a
network of cooperating base stations [8]. A mobile sender
transmits a packet, and if at least one base station
can decode it, the packet could be successful. Duplicates
could be recognized by the network, and the base station
with the strongest reception could supply the feedback
acknowledgment. This way several mobile senders can
be successful simultaneously. Also, handoff would not be
necessary unless the mobile left the entire base station
network.

10. ALOHA WITH A TIME CONSTRAINT

ALOHA systems rely on being able to repeat collided
packets. This is a drawback to time-constrained
traffic that must meet some deadline. Still, the time
constraint can allow several retransmissions if round-
trip acknowledgment is much shorter than the delay
tolerance. On mobile-base communication the distances
are relatively short, allowing short round-trip times. If the
deadline for a packet is not met, no further retransmissions
are attempted. As long as these losses are tolerable,
this helps system stability, since backlogged packets are
removed from the offered load by the deadline.

The capture effect with two power levels can be used
to give priority to one class of signals. For example,
time-constrained traffic such as real-time voice can be
transmitted with higher power than non-real-time data
transfer. Another option, if there is time for multiple
retransmissions, is to use the high power only if the
deadline is imminent [9]. Also, in the multichannel case, it
has been suggested [10] to send copies of the same packet
on multiple channels when the deadline is imminent.
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Both the higher-power and the multiple-copy techniques
use the principle of devoting more signal energy to the
transmission of the packet when the deadline nears.

11. NONBINARY TRANSMISSION WITH ALOHA

In systems where collision is a more serious problem than
noise, signal-to-noise ratio is relatively high. Channel
capacity would then indicate that more bits per hertz
could be sent by using nonbinary transmission. Consider
the channel capacity formula for white Gaussian noise
channels:

P

where C is capacity in bits per second, F' is the bandwidth
in hertz, N = NoF is the noise power, and P is the signal
power. When P/N is large, C is proportional to P/N in
dB (decibels). Thus there would be 5 times the capacity
at 40 dB as at 8 dB. If ALOHA sent at 5 times the rate,
its same size packets would only be one-fifth as long in
duration, and thus would be much less likely to collide
if data were generated at the same long-term average
rate. If P/N varied widely, however, adaptation to the
current channel capacity could be complex and difficult to
accomplish.

12. CDMA AND SPREAD ALOHA

Code-division multiple access [11] is a technique whereby
many users send simultaneously over a wide frequency
band. In the direct sequence version, a sender sends a
bit by sending its unique pseudorandom L-bit binary code
sequence or its inverse. The individual data rate is lower
by a factor of L (spreading factor) than the data rate at
which a single user could send. The receiver decodes a
particular sender by correlating with the sender’s known
code. Abramson [12] has suggested an idea of everyone
using one code, in a scheme he calls “spread ALOHA.”
Suppose that two different users start sending a sequence
of data at starting times d seconds apart. A correlator
will output two interleaved streams of spikes spaced
d seconds apart corresponding to the two senders. The
approximate output is illustrated in Fig. 4, where the solid
pulses represent the bits of one stream and the dashed
line pulses represent the bits of the other stream. If the
spacing d is not very close to zero or to a multiple of
the period, the two senders’ data can be readily decoded.
A similar effect can be achieved by sending a narrow,
low-duty-cycle pulsetrain for a packet [13]; no code or
correlator would then be needed. This latter alternative
could be called pulse time-spread ALOHA. Spread ALOHA
is simpler than everyone having their own code, but
it suffers from the usual ALOHA problem of collisions
when the pulsetrains are too closely spaced. With unequal
powers, the capture effect could result in one of two or
more colliders being successfully decoded. For example, if
the two pulsetrains in Fig. 4 were in step, the net sum
of the two responses would always have the correct sign of
the larger pulse, in the absence of noise.
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1. INTRODUCTION

Speech, images, and video are examples of analog signals
that are transmitted routinely over wireline and wireless
(radio-) communication channels. In spite of the general
trend toward digital transmission of these types of ana-
log signals, there is still today a significant amount of
analog signal transmission, specifically, audio and video
broadcast. In this article, we describe the transmission of
analog signals by amplitude modulation of a sinusoidal
carrier. Methods for demodulation of the amplitude mod-
ulated sinusoidal carrier to recover the analog signal are
also described.

The analog signal to be transmitted is generally charac-
terized as an information-bearing message signal, which
is denoted as m(¢). The message signal m(¢) is an electrical
signal that may represent either an audio signal, or a still
image, or a video signal. Such a signal is assumed to be a
lowpass signal with frequency content that extends from
f = 0 to some upper frequency limit, say, B Hz. Hence, if
the voltage spectrum (Fourier transform) of m(¢) is denoted
as M(f), then M(f) = 0 for |f| > B. The bandwidth B of the
message signal depends on the type of analog signal. For
example, the bandwidth of an audio signal is typically
approximately 4 kHz and that of an analog video signal is
approximately 6 MHz.

The sinusoidal carrier which is modulated by m(¢) is
expressed as

c(t) = A. cos 2nf,t

where A, is the (unmodulated) carrier amplitude and f; is
the carrier frequency. Basically, the modulation of the car-
rier c(¢) by the message signal m(¢) converts the message
signal from lowpass to bandpass, in the neighborhood of
the carrierf.. This frequency translation resulting from the
modulation process is performed in order to achieve one
or both of the following objectives: (1) to translate lowpass
signal in frequency to the passband of the channel so that
the spectrum of the frequency-translated message signal
matches the passband characteristics of the channel and
(2) to accommodate for the simultaneous transmission of



signals from several message sources, where each message
signal modulates a different carrier and, thus, occupies a
different frequency band, as in frequency division multi-
plexing.

2. AMPLITUDE MODULATION

In amplitude modulation, the message signal m(¢) is
impressed on the amplitude of the carrier signal ¢(¢). There
are several different ways to modulate the amplitude of the
carrier by the message signal m(t), each of which results
in different spectral characteristics for the transmitted
signal. Specifically, these methods are called (1) double-
sideband, suppressed-carrier AM, (2) conventional double-
sideband AM, (3) single-sideband AM, and (4) vestigial-
sideband AM.

2.1. Double-Sideband Suppressed-Carrier AM

A double-sideband, suppressed-carrier (DSB-SC) AM sig-
nal is obtained by multiplying the message signal m(¢)
with the carrier signal c¢(¢). Thus, we have the amplitude
modulated signal

u(t) = m(t)c(t)
1)
=A.m(t) cos 2nf.t

The voltage spectrum of the modulated signal can be
obtained by computing the Fourier transform of u(¢). The

|M(F)| AM(f)
]
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result of this computation is

A,
UG = FIME =)+ M +1£) @

Figure 1 illustrates the magnitude and phase spectra for
M) and U(f).

We observe that the magnitude of the spectrum of
the message signal m(¢) has been translated or shifted
in frequency by an amount f,. The phase of the message
signal has been translated in frequency the same amount.
Furthermore, the bandwidth occupancy of the amplitude-
modulated signal is 2B, whereas the bandwidth of
the message signal m(¢) is B. Therefore, the channel
bandwidth required to transmit the modulated signal u(¢)
is B. = 2B.

The frequency content of the modulated signal u(¢) in
the frequency band |f| > f. is called the upper sideband
of U(f), and the frequency content in the frequency band
If| < f is called the lower sideband of U(f). It is important
to note that either one of the sidebands of U(f) contains
all the frequencies that are in M (f). Thus, the frequency
content of U(f) for f > f, corresponds to the frequency
content of M(f) for f > 0, and the frequency content of
U(f) for f < —f. corresponds to the frequency content of
M(f) for f < 0. Hence, the upper sideband of U (f) contains
all the frequencies in M (f). A similar statement applies to
the lower sideband of U(f). Therefore, the lower sideband
of U(f) contains all the frequency content of the message
signal M (f). Since U(f) contains both the upper and the
lower sidebands, it is called a double-sideband (DSB AM
signal.

XU(f)

fc\ f

Figure 1. Magnitude and phase spectra of
the message signal m(t) and the DSB AM
modulated signal u(¢).
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The other characteristic of the modulated signal u(¢)
is that it does not contain a carrier component; that is,
all the transmitted power is contained in the modulating
(message) signal m(¢). This is evident from observing the
spectrum of U(f). We note that, as long as m(¢) does not
have any DC component, there is no impulse in U(f) at
f =f., which would be the case if a carrier component was
contained in the modulated signal u(¢). For this reason,
u(t) is called a suppressed-carrier signal. Therefore, u(t) is
a DSB-SC AM signal.

In the propagation of the modulated signal through the
communication channel, the signal encounters a propaga-
tion time delay, which depends on the characteristics of the
propagation medium (channel). Generally, this time delay
is not precisely known to the signal receiver. Such a prop-
agation delay results in a received signal, in the absence
of any channel distortion or additive noise, of the form

r(t) = Aam(t) cos(2nfet + ¢.)

where ¢, is a carrier phase manifested by the propagation
delay.

Suppose that we demodulate the received signal by
first multiplying r(¢) by a locally generated sinusoid
cos 2ntf.t + ¢), where ¢ is the phase of the sinusoid, and
then passing the product signal through an ideal lowpass
filter having a bandwidth B. The multiplication of r(¢) with
cos(2nf.t + ¢) yields

r(t) cos(27fct + §) = Acm(t) cos(27fct + ) cos(2nfet + )
= %Acm(t) COS(¢'C - ¢)

+ 2A.m(t) cos(nfit + ¢ + )
3)
A lowpass filter rejects the double frequency components
and passes only the lowpass components. Hence, its out-
putis
Yo(®) = 3Acm(t) cos(¢. — ¢) 4)

Note that m(¢) is multiplied by cos(¢. — ¢). Thus, the
desired signal is scaled in amplitude by a factor that
depends on the phase difference between the phase ¢. of
the carrier in the received signal and the phase ¢ of the
locally generated sinusoid. When ¢, # ¢, the amplitude of
the desired signal is reduced by the factor cos(¢. — ¢). If
¢. — ¢ = 45°, the amplitude of the desired signal is reduced
by +/2 and the signal power is reduced by a factor of 2. If
¢. — ¢ = 90°, the desired signal component vanishes.

The discussion above demonstrates the need for a
phase-coherent or synchronous demodulator for recovering
the message signal m(¢) from the received signal. Thus,
the phase for the locally generated sinusoid should ideally
be equal to the phase ¢, of the received carrier signal.

A sinusoid that is phase-locked to the phase of the
received carrier can be generated by use of a phase-locked
loop (PLL), which is described in Refs. 1-3.

2.2. Conventional Double-Sideband AM

A conventional AM signal consists of a large carrier com-
ponent in addition to the double-sideband AM modulated

signal. The transmitted signal is expressed mathemati-
cally as

u(t) = Ac[1 + m(t)] cos 2nf.t 5)

where the message waveform is constrained to satisfy the
condition that |m(¢)| < 1. We observe that A.m(¢) cos 27 f.t
is a double-sideband AM signal and A, cos2nf.t is the
carrier component. Figure 2 illustrates an AM signal in
the time domain.

As long as |m(¢t)| <1, the amplitude A.[1+ m(@®)]
is always positive. This is the desired condition for
conventional DSB AM that makes it easy to demodulate,
as described next. On the other hand, if m() < —1 for
some ¢, the AM signal is said to be overmodulated and its
demodulation is rendered more complex. In practice, m(t)
is scaled so that its magnitude is always less than unity.

The voltage spectrum of u(¢) given by (5) is obtained by
computing the Fourier transform of «(¢). The result of this
computation is

UG) = SE0MGF )+ M 470 48—+ 507 +£0)
(6)

This spectrum is sketched in Fig.3. We observe that
spectrum of the conventional AM signal occupies a
bandwidth twice the bandwidth of the message signal. As
in the case of DSB-SC carrier, conventional AM consists of
both an upper sideband and a lower sideband. In addition,
the spectrum of a conventional AM signal contains
impulses at f =f. and f = —f,, which correspond to the
presence of the carrier component in the modulated signal.

The major advantage of conventional AM signal
transmission is the ease with which the signal can
be demodulated. There is no need for a synchronous
demodulator. Since the message signal m(¢) satisfies the
condition |m(¢)| < 1, the envelope (amplitude) 1+ m(¢) >
0. If we rectify the received signal, we eliminate the
negative values without affecting the message signal as
shown in Fig. 4. The rectified signal is equal to u(¢) when
u(t) > 0 and zero when u(¢) < 0. The message signal is
recovered by passing the rectified signal through a lowpass
filter whose bandwidth matches that of the message signal.
The combination of the rectifier and the lowpass filter is
called an envelope detector.

Ideally, the output of the envelope detector is of the
form

dt) = g1 +8am(?)

u(t) 4 AR Envelope
y A(t)

r\ \f\‘n‘n
U U

N 7
~¥ -~

Figure 2. A conventional AM signal in the time domain.
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(Ac/2) |u(h)

f,-B  -f, 4B

£U(f)

<~ Envelope

Figure 4. Envelope detection of conventional AM signal.

which g; represents a dc component and gs is a gain factor
due to the signal demodulator. The dc component can be
eliminated by passing d(¢) through a transformer, whose
output is gem(t).

The simplicity of the demodulator has made conven-
tional DSB AM a practical choice for AM radiobroadcast-
ing. Since there are literally billions of radio receivers,
an inexpensive implementation of the demodulator is
extremely important. The power inefficiency of conven-
tional AM is justified by the fact that there are few
broadcast transmitters relative to the number of receivers.
Consequently, it is cost-effective to construct powerful
transmitters and sacrifice power efficiency in order to
simplify the signal demodulation at the receivers.

2.3. Single-Sideband AM

In Section 2.1 it was observed that a DSB-SC AM signal
required a channel bandwidth of B. = 2B for transmission,
where B is the bandwidth of the message signal m(¢).

f;\ f

Figure 3. Magnitude and phase spectra of
the message signal m(¢) and the conventional
AM signal.

However, the two sidebands are redundant. In this section,
it is demonstrated that the transmission of either sideband
is sufficient to reconstruct the message signal m(t) at the
receiver. Thus, the bandwidth of the transmitted signal is
reduced to that of the message signal m(¢).

It can be demonstrated by the use of the Fourier
transform that a single-sideband (SB) AM signal can be
represented mathematically as

u(t) = Acm(t) cos 2nf.t FA.m(t) sin 2 f t @)

where m(¢) is the Hilbert transform of m(¢) and the plus-
or-minus sign determines which sideband we obtain (+ for
the lower sideband and — for the upper sideband). The
Hilbert transform may be viewed as a linear filter with
impulse response k() = 1/7t and frequency response

-, >0
Hfy=13J, f<0 ®)
0, f=0

Therefore, the SSB AM signal u(¢) may be generated by
using the system configuration shown in Fig. 5.

The method shown in Fig. 5 for generating a SSB AM
signal is one that employs a Hilbert transform filter.
Another method, illustrated in Fig. 6, generates a DSB-
SC AM signal and then employs a filter that selects either
the upper sideband or the lower sideband of the double-
sideband AM signal.

To recover the message signal m(¢) in the received SSB
AM signal, a phase coherent or synchronous demodulator



136 AMPLITUDE MODULATION

0 ()
N,

©
v ()=

A, cos 2rft

A\
m(t) Agsin 2nf t

(0
\/

Figure 5. Generation of a single-sideband signal.

m(t) N u(t)

% Bandpass

filter

A cos 2nf t

©

Figure 6. Generation of a single-sideband AM signal by filtering
one of the sidebands of a DSB-SC AM signal.

is required, as was the case of DSB-SC AM signals.
Thus, for the received SSB signal as given in (7), when
demodulated by multiplying r(¢) with a sinusoid that has
a phase offset ¢, we obtain

r(t) cos(2nfit + ¢) = u(t) cos(2nf.t + ¢p)
=1Am(t)cos¢ £ 1A m@)sing  (9)

+ double-frequency terms

By passing the product signal in (9) through an ideal
lowpass filter, the double-frequency components are
eliminated, leaving us with

y(&) = JA.;m(t) cos ¢ + JA (¢t sin g (10)

Note that the effect of the phase offset not only is to
reduce the amplitude of the desired signal m(¢) by cos ¢
but also results in an undesirable sideband signal due to
the presence of m.(¢) in y(¢). The latter component was not
present in a DSB-SC signal and, hence, it was not a factor.
However, it is an important element that contributes to
the distortion of the demodulated SSB signal.

The transmission of a pilot tone at the carrier frequency
is a very effective method for providing a phase-coherent
reference signal for performing synchronous demodulation

at the receiver. Thus, the undesirable sideband signal
component is eliminated. However, this means that a
portion of the transmitted power must be allocated to the
transmission of the carrier.

The spectral efficiency of SSB AM makes this modu-
lation method very attractive for use in voice communi-
cations over telephone channels (wirelines and cables). In
this application, a pilot tone is transmitted for synchronous
demodulation and shared among several channels.

The filter method shown in Fig. 6 for selecting one of
the two signal sidebands for transmission is particularly
difficult to implement when the message signal m(#) has
a large power concentrated in the vicinity of f = 0. In
such a case, the sideband filter must have an extremely
sharp cutoff in the vicinity of the carrier in order to reject
the second sideband. Such filter characteristics are very
difficult to implement in practice.

2.4. Vestigial-Sideband AM

The stringent frequency-response requirements on the
sideband filter in a SSB AM system can be relaxed by
allowing a part, called a vestige, of the unwanted sideband
to appear at the output of the modulator. Thus, the design
of the sideband filter is simplified at the cost of a modest
increase in the channel bandwidth required to transmit
the signal. The resulting signal is called vestigial-sideband
(VSB) AM.

To generate a VSB AM signal we begin by generating
a DSB-SC AM signal and passing it through a sideband
filter with frequency response H(f) as shown in Fig. 7. In
the time domain the VSB signal may be expressed as

u(t) = [A.m(t) cos 2nf.t] x h(t) (11)

where A(t) is the impulse response of the VSB filter and
the asterisk denotes convolution. In the frequency domain,
the corresponding expression is

A
U(f)=§[M(f—fc)+M(f+fc)]H(f) 12)

To determine the frequency-response characteristics of the
filter, consider the demodulation of the VSB signal u(z).
Multiply u(¢) by the carrier component cos 27 f,.t and pass
the result through an ideal lowpass filter, as shown in
Fig. 8. Thus, the product signal is

v(t) = u(t) cos 2nf.t

Sideband u(t)
filter ————= VSB AM signal
H(f)

05

A cos 2rf t

Figure 7. Generation of a VSB AM signal.
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filter
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Figure 8. Demodulation of VSB signal.

or, equivalently

V) =3IUG¢ —f)+UF +1 (13)

When U (f) is substituted from (12) into (13), the result is

A,
V) = M = 2fo) + MOIH( —fe)
(14)

+ ‘%[M(f) M+ 20 HE +£)

The lowpass filter rejects the double-frequency terms and
passes only the components in the frequency range |f| < B.
Hence, the signal spectrum at the output of the ideal
lowpass filter is

A,
Vo) = ZMOEE - f)+HF +£)) (1)
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We require that the message signal at the output of the
lowpass filter be undistorted. Hence, the VSB filter char-
acteristic must satisfy the condition

Hf —f)+H({ +f,) =constant, |f|<B (16)
This condition is satisfied by a filter that has the frequency-
response characteristic shown in Fig. 9. We note that H(f)
selects the upper sideband and a vestige of the lower
sideband. It has odd symmetry about the carrier frequency
fe, in the frequency range f, — f, <f <f. + ., wheref, is a
conveniently selected frequency that is some small fraction
of B; that is, f, < B. Thus, we obtain an undistorted
version of the transmitted signal. Figure 10 illustrates the
frequency response of a VSB filter that selects the lower
sideband and a vestige of the upper sideband.

In practice, the VSB filter is designed to have some
specified phase characteristic. To avoid distortion of the
message signal, the VSB filter should be designed to have
linear phase over its passband f, — f, < |f| < f. + B.

3. IMPLEMENTATION OF AM MODULATORS AND
DEMODULATORS

There are several different methods for generating AM
modulated signals. We shall describe the methods most
commonly used in practice. Since the process of modulation
involves the generation of new frequency components,
modulators are generally characterized as nonlinear and,
or, time-variant systems.

H(f-£,) + H(f+ £,)

Figure 9. VSB filter characteristics.

AN _H(t+ 1)
| | | |
1 1 1 1
“of, B 0f B of,
H(f)
| |
| | | |
1 1 1 1
11, ) 0 B

Figure 10. Frequency response of VSB filter for
f selecting the lower sideband of the message
¢ signal.
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3.1. Power-Law Modulation

Consider the use of a nonlinear device such as a p-n diode
that has a voltage—current characteristic as shown in
Fig. 11. Suppose that the voltage input to such a device
is the sum of the message signal m(¢) and the carrier
A, cos 2nf.t, as illustrated in Fig. 12. The nonlinearity will
generate a product of the message m(¢) with the carrier,
plus additional terms. The desired modulated signal can
be filtered out by passing the output of the nonlinear
device through a bandpass filter.

To elaborate on this method, suppose that the nonlinear
device has an input—output (square-law) characteristic of
the form

vo(®) = ar1u;(t) + azu} (@) an

where v;(¢) is the input signal vy (¢) is the output signal,
and the parameters (a;,az) are constants. Then, if the
input to the nonlinear device is
v;(t) = m(t) + A, cos 2nf.t (18)
its output is
vo(t) = arlm(t) + A, cos 27 ft]

+as[m(t) + A, cos cos 27 f,t]

=aim() + agm?@) + azAf cos 2nf.t 19)

2
+ A0 [1 + %m(t)] cos 27 f .t
1

The output of the bandpass filter with bandwidth 2B
centered at f = f, yields

u@®) =Acar [1 + %m(t)] cos 27f.¢ (20)
1

0 v

Figure 11. Voltage—current characteristic of p-n diode.

m(t) ) Nonlinear Ba?”c:g?ss u(t)
device tuned to f,

A cos 2nft

Figure 12. Block diagram of power-law AM modulator.

where 2as|m(t)|/a; <1 by design. Thus, the signal
generated by this method is a conventional DSB AM signal.

3.2. Switching Modulator

Another method for generating an AM modulated signal is
by means of a switching modulator. Such a modulator can
be implemented by the system illustrated in Fig. 13a. The
sum of the message signal and the carrier; i.e., v;(¢) given
by (18), are applied to a diode that has the input—output
voltage characteristic shown in Fig. 13b, where A. > m(¢).
The output across the load resistor is simply

vi(t), c@) >0

0, c(t) <0 21)

v (t) = {

This switching operation may be viewed mathematically
as a multiplication of the input v;(¢) with the switching
function s(¢)

vo(t) = [m(t) + A. cos 2nf,tls(t) (22)

where s(t) is as shown in Fig. 13c.
Since s(t) is a periodic function, it is represented in the
Fourier series as

MIH

o n—1
s(t) = % Z = 1) cos[2nfct(2n -1l (23)
n=1

Hence

vo(t) = [m(t) + A, cos 2nf.tls(t)

A
2

4 24)
[1 + A m(t)] cos 2ntf.t + other terms

The desired AM modulated signal is obtained by passing
vy (t) through a bandpass filter with center frequency f = f.

(@) ™

A cos 2nf t
RLZ vt

m(t)

(c) s(t)

—— |_10_|

Figure 13. Switching modulator and periodic switching signal.



and bandwidth 2B. At its output, we have the desired
conventional DSB AM signal:

u(®) = % [1 + %m(t)] cos 27f.t (25)

3.3. Balanced Modulator

A relatively simple method for generating a DSB-SC AM
signal is to use two conventional AM modulators arranged
in the configuration illustrated in Fig. 14. For example,
we may use two square-law AM modulators as described
above. Care must be taken to select modulators with
approximately identical characteristics so that the carrier
component cancels out at the summing junction.

3.4. Ring Modulator

Another type of modulator for generating a DSB-SC AM
signal is the ring modulator illustrated in Fig. 15. The
switching of the diodes is controlled by a square wave
of frequency f., denoted as c(¢), which is applied to the
center taps of the two transformers. When c(¢) > 0, the
top and bottom diodes conduct, while the two diodes in
the crossarms are off. In this case, the message signal
m(t) is multiplied by +1. When c¢(¢) < 0, the diodes in
the crossarms of the ring conduct, while the other two
are switched off. In this case, the message signal m(¢)
is multiplied by —1. Consequently, the operation of the
ring modulator may be described mathematically as a
multiplier of m(¢) by the square-wave carrier c(¢):

up(¢) = m(t)e(t) (26)
m(t) AM A; [1+ m(t)] cos 2rft
modulator
* \u(t) =2A,m(t) cos 2nf.t
O
A cos 2rft
—m(t) AM
modulator

A; [1 — m(t)] cos 2nf t

Figure 14. Block diagram of a balanced modulator.

o Dt o
m(t) H AFH Yout
[ Dt o
()
—/
Square-wave carrier
atf=f,

Figure 15. Ring modulator for generating DSB-SC AM signals.
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Since c(#) is a periodic function, it is represented by the
Fourier series

> -1
ct) = % > % cos[2nf.(2n — 1)t] 27
n=1

Hence, the desired DSB-SC AM signal u(¢) is obtained
by passing vg(t) through a bandpass filter with center
frequency f, and bandwidth 2B.

From the discussion above, we observe that the
balanced modulator and the ring modulator systems, in
effect, multiply the message signal m(¢) with the carrier to
produce a DSB-SC AM signal. The multiplication of m(¢)
with A, cos w.t is called a mixing operation. Hence, a mixer
is basically a balanced modulator.

The method shown in Fig. 5 for generating a SSB signal
requires two mixers, specifically, two balanced modulators,
in addition to the Hilbert transformer. On the other hand,
the filter method illustrated in Fig. 6 for generating a
SSB signal requires a single balanced modulator and a
sideband filter.

Let us now consider the demodulation of AM signals.
We begin with a description of the envelope detector.

3.5. Envelope Detector

As indicated previously, conventional DSB AM signals
are easily demodulated by means of an envelope detector.
A circuit diagram for an envelope detector is shown in
Fig. 16. It consists of a diode and an RC circuit, which is
basically a simple lowpass filter.

During the positive half-cycle of the input signal, the
diode is conducting and the capacitor charges up to the
peak value of the input signal. When the input falls
below the voltage on the capacitor, the diode becomes
reverse-biased and the input becomes disconnected from
the output. During this period, the capacitor discharges
slowly through the load resistor R. On the next cycle of the
carrier, the diode conducts again when the input signal
exceeds the voltage across the capacitor. The capacitor
charges up again to the peak value of the input signal and
the process is repeated again.

The time-constant RC must be selected so as to follow
the variations in the envelope of the carrier-modulated
signal. In effect

1 1
f_c <<RC<<§

f(t) C:

A

§ R m

Figure 16. An envelope detector.
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In such a case, the capacitor discharges slowly through
the resistor, and thus, the output of the envelope detector
closely follows the message signal.

3.6. Demodulation of DSB-SC AM Signals

As indicated earlier, the demodulation of a DSB-SC AM
signal requires a synchronous demodulator. Thus, the
demodulator must use a coherent phase reference, which
is usually generated by means of a phase-locked loop (PLL)
to demodulate the received signal.

The general configuration is shown in Fig. 17. A PLL
is used to generate a phase-coherent carrier signal that is
mixed with the received signal in a balanced modulator.
The output of the balanced modulator is passed through
a lowpass filter of bandwidth B that passes the desired
signal and rejects all signal and noise components above
B Hz. The characteristics and operation of the PLL are
described in Refs. 1-3.

3.7. Demodulation of SSB Signals

The demodulation of SSB AM signals also requires the use
of a phase-coherent reference. In the case of signals such
as speech, that have relatively little or no power content
at d., it is straightforward to generate the SSB signal,
as shown in Fig. 6, and then to insert a small carrier
component that is transmitted along with the message.
In such a case we may use the configuration shown in
Fig. 18 to demonstrate the SSB signal. We observe that a
balanced modulator is used for the purpose of frequency
conversion of the bandpass signal to lowpass or baseband.

3.8. Demodulation of VSB Signals

In VSB a carrier component is generally transmitted along
with the message sidebands. The existence of the carrier

r() Balanced Lowpass m(t)
modulator filter

Phase-locked
loop

Figure 17. Block diagram of demodulator for DSB-SC AM
signals.

r(t) Balanced Lowpass m(t)
modulator filter
Estimate
carrier
component

Figure 18. Block diagram of demodulator for SSB AM signal
with a carrier component.

component makes it possible to extract a phase-coherent
reference for demodulation in a balanced modulator, as
shown in Fig. 18.

In some applications such as TV broadcasting, a large
carrier component is transmitted along with the message
in the VSB signal. In such a case, it is possible to recover
the message by passing the received VSB signal through
an envelope detector.

4. CONCLUDING REMARKS

This article has covered the different types of amplitude
modulation techniques that are used in the transmission
of analog signals. Conventional AM is most widely used
in radiobroadcasting. It is anticipated that conventional
AM in radiobroadcasting will be phased out eventually
and replaced by a digital modulation method that
provides better signal fidelity. Current analog television
broadcasting will also undergo a similar transformation.
Single-sideband AM was widely used in telephone
systems for audio signal transmission over many decades.
However, today, audio signal transmission in the
telephone systems is performed by digital modulation after
the voice signals are converted to digital form by use of
pulse code modulation (PCM) or differential PCM (DPCM).

Treatments of AM modulation can be found in many
undergraduate-level textbooks in communication systems.
References 4—6 are cited as typical.
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ANTENNA ARRAYS

JouN N. SaHaLOS
Radiocommunications Laboratory
Aristotle University of Thessaloniki
Thessaloniki, Greece

1. INTRODUCTION

Antennas occupy a palmary position in radiocommunica-
tion systems. It is not an overemphasis to say that anten-
nas have become ubiquitous devices. This has occurred
because radio and TV as well satellite and mobile com-
munications have experienced the largest growth among
the industry systems. The strongest economic and social
impact nowadays is coming from cellular telephony, per-
sonal communications, and satellite navigation systems.
All these applications have served on the motivation for
engineers to achieve elegant antennas to be incorporated
into handy and portable systems.

Many textbooks provide in-depth resources on anten-
nas. Especially on antenna arrays there are digests and

ANTENNA ARRAYS 141

books containing extensive data and techniques. The
references cited here [1-20] include some of the most well
known and recommended books.

A device able to receive or transmit the electromagnetic
energy is called an antenna, which consists of one or
more elements. A single-element antenna is usually not
enough to cover the technical needs. That happens because
its performance is limited. A set of discrete elements
made up of an antenna array offers the solution to the
transceiving of electromagnetic energy. An antenna array
is characterized by the geometry and the type of the
elements. A major role in the antenna array is played by
the mutual coupling between the elements and their input
impedance. For simplicity reasons in both the fabrication
and the synthesis, the elements are chosen, if it is
possible, to be identical and parallel. For the same reasons
uniformly spaced linear arrays are mostly encountered in
practice.

In the following paragraphs the properties of various
antenna arrays will be presented and the synthesis method
will be discussed.

2. ANTENNA ARRAY FACTOR

The radiation characteristics of antennas have to do with
the far-field region. In this region the field is separated in
two parts: one containing the distance r of the observation
point (receiver location) and the other, its spherical
coordinate angles 6 and ¢. The far electric field of a typical
antenna element (see Fig. 1) can be expressed as

. e
E,(r) = —jou—F(0. ¢) @0

The angular —dependent vector f; (0, ¢) gives the direc-
tional characteristics of the nth-element electric field [11]:

Ju(xp)e e (2)

element

£.0.9) = 00+ ¢¢) -

where o, (7)) = electric current density of the nth element
ri, = distance of a source point from the origin

A 1 3 .
P (Observation
2 X point)
r

Ath element X
n

Figure 1. Geometry of a general antenna array.
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r = distance of the observation point from the
origin
fi
B = R the free-space wavenumber
o = angular frequency
1 = magnetic permeability of the space

The total electric field of the N-element antenna array is
N
E(r)=) E.(1) ©)
n=1

Also the total magnetic field is [6]
1,
H(r)=-rxE(r) 4)
n

where n = \/u/e (s is the electric permeability).

For identical—and, if possible, identically ori-
ented —elements, the current distribution of these ele-
ments is approximately the same except for a constant
complex multiplier. In Eq. (1), £, (9, ¢) can be expressed as

£:(0.0) =Lf 0. 9) (5)

f (6, ¢) is called the pattern function of the element and I,
is the complex excitation of the nth element of the array.
Combining Eqgs. (1), (2), and (5), we have

. e
E@r) = —jop 1

Br N

FO.9) ) Lelmeose (6)
r ot
where (r,, 6,, ¢,) are the spherical coordinates of a
convenient reference point of the nth element and cos ¢, =
sin @ sin 6, cos(¢ — ¢,) + cos 6 cos 6,. The last term of (6) is
expressed separately as

N
AF (O, ) = Y Lt )
n=1

AF(©, ¢) is the array factor. This factor is actually the

array pattern of N isotropic point sources positioned at

the reference points of the elements of the original array.
From Egs. (6) and (7) we know that

e Jpr
1 £, p)AF©, ) ®
Tr

E(r) = —jou

This expression states the following pattern multiplication
principle: “An array consisting of identically oriented
similar elements has a pattern which can be expressed as
the product of the element pattern and the array factor.”

An antenna engineer must select the element according
to the technical requirements. Since the element pattern
is known, the design effort is mainly directed to the array
factor.

3. ELEMENTS AND ARRAY TYPES

Element types of antenna arrays can be found in the liter-
ature [1-14]. Monopoles, dipoles, loops, slots, microstrip

patches, and horns are the most common types. More
recent studies and innovations have resulted in new types
of elements, such as the monolithic, the superconducting,
the active, and the electronically and functionally small
elements.

In parallel with the development of elements, antenna
arrays have experienced a tremendous growth. Their list
starts from the linear broadside and endfire arrays, the
planar, the circular, and the conformal and goes up to the
adaptive arrays. Some of the more recent types are flat-
plate slot arrays, digital beamforming, dichroic, slotted,
and fractal arrays.

As mentioned above, antenna analysis and synthesis
focus mostly on the array factor. Consequently, in the fol-
lowing paragraphs we devote our analysis mainly to this
factor.

4. ANTENNA CHARACTERISTICS AND INDICES

One of the main characteristics of an antenna is its radia-
tion pattern. This characteristic graphically presents the
radiation properties and can be measured by moving a
probe antenna around the antenna under test at a con-
stant distance in the far field (see Fig. 2a). The response
as a function of the angular coordinates constitutes the
radiation pattern. Depending on the probe type and ori-
entation, the appropriate component of the electric or the
magnetic field can be measured. If the probe is moved over
the spherical surface, its terminal voltage will present
the 3D radiation pattern. A pattern taken in one plane
is known as the plane pattern. The pattern that contains
the electric field vector is the E-plane pattern, while the
pattern that contains the magnetic field vector is the H
plane. The above two are referred as the principal plane
patterns. As an example, Fig. 2b presents the 3D radiation
pattern of an electric dipole while Figs. 2¢ and 2d show
the E- and H-plane pattern.

Polarization of an antenna is the polarization of the
wave transmitted by the antenna. Polarization has to do
with a certain direction. If the direction is not stated,
then it is assumed that it corresponds in the direction
of maximum. The polarization is characterized by the
curve traced by the endpoint of the arrow representing
the instantaneous electric field. The field is observed in
the direction of propagation. Polarization is classified as
linear, circular, or elliptical.

For the sake of convenience, some of the antenna indices
will be defined as follows:

1. The directive gain D(6y, ¢o) is a dimensionless
quantity that is defined by

D6, ¢o)

__ radiation intensity for the direction (6o, ¢o)

= )

1
y (radiation power of the antenna)
T

Radiation intensity is the power radiated in a given
direction per unit solid angle. The maximum D(6y,
@o) is the directivity D of the antenna.
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Figure 2. Radiation pattern of an electric A/2 dipole: (a)pattern measurement scheme;
(b) three-dimensional plot; (¢) E-plane radiation pattern; (d) H-plane radiation pattern.

. The power gain G(6y, ¢o) is defined by

radiation intensity for

the direction (6,
G0, 90) = trection (B, ¢o)

(10)
o (power input to the antenna)
T

. The signal-to-noise ratio SNR applies for the receiv-
ing antennas and is defined by

SNR — refeived power of the desired signal 11

y (noise plus interference power)
"

. The radiation efficiency n of an N-element array
antenna is defined by

radiation intensity to the
direction of maximum (12)
N (sum of the excitation
current magnitude squared)

n=

5. The quality factor @ of an N-element array antenna

is defined by

sum of the excitation
current magnitude squared

Q=7 (13)
— (power input to the array)
4
Combining (13) and (12), we find that
Gnax = Nn@Q (14)

. The half-power (or 3-dB power) beamwidth (HPBW)

is the angular width between the angular points half-
power (3 dB) below that of the main beam maximum
of the antenna.

. The first null beamwidth (BW,,;) is defined as

the angular width between the first zero crossing
of either side of the main-beam maximum of the
antenna.
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8. The bandwidth of an antenna is defined by the fre-
quency limits at which the maximum gain is reduced
to half-power (3 dB). The fractional bandwidth is
given by Af/f.

9. The sidelobe level (SLL) is the ratio of the pattern
value of a sidelobe peak to the corresponding value of
the mainlobe. Usually SLL in an antenna is defined
as the largest sidelobe level for the whole pattern.

5. LINEAR ARRAYS

One method to obtain directive antennas is to use several
individual antennas that add their contributions in pre-
ferred directions and cancel in others. This arrangement
is known as an array, and the individual antennas are
called elements. The most practical array that consists of
a number of elements set up along a straight line is the
linear array.

Consider a typical linear array placed along the z axis
as shown in Fig. 3. The array factor AF (6, ¢) depends only
on the angle 0 and is written as

N
AF(©) = ) L,e/fn e (15)
n=0

If the elements are placed in the same interelement dis-
tance d, then Eq. (15) yields

N N
AF@©) = ) L0 =% "I2" (16)
n=0 n=0
where _
2= e]ﬂdcos@ (17)

For 0 <6 <m, AF () is a polynomial of z that moves
on a unit circle with a phase bounded between —8d and
+Bd. The bounded region is called the visible region. The
unit circle approach, proposed by Schelkunoff [1] visually
indicates how the element contributions combine.

X
Observation
point

0
0 z
1 2 n N
dy— :

Figure 3. A linear N-element array.

A linear array that cancels noise from N different
directions has a pattern of the following form:

N N
AF®) = CH (z—z,) = CZIkzk (18)
n=1 k=0

C is the normalization factor such that |[AF(0)|pax = 152, =
e/fdeostn where 6, is the direction of the nth interference,
and I}, is the required excitation of the £th element.

The type and orientation of the elements of the array
are selected for receiving the maximum of the desired
signal. By varying z,, it is possible to steer the nulls. This
will alter the element excitations. Also some roots can be
outside the visible region or the unit circle.

A linear array with all roots equal is known as a
binomial array. AF(9) is of the form

(N
AF@) =Ciz—2)" =C) ( p )(—zl)kzN‘k (19)
k=0

N N!
(k ) TN =R)E! 20)

The binomial array has low minor lobes. However a wide
and difficult to be realized variation between the ampli-
tudes of the elements is present. This variation increases
as the number of elements increases.

where

5.1. Uniform Arrays

Linear arrays with equally spaced elements, identical
magnitude and progressive phase, are referred to as
uniform arrays. For N elements we have I, = (¢)* and
Eq. (18) becomes

N-1 i
_ a1
AF(©6) = C; (ze)" = Ci(zef") — 21
According to [6], Eq. (21) may be transformed to
-1y sin(Ny/2)
AF@®) =& Nsin(w,/2) (22)
where
Y = Bdcosh + « (23)

|AF(0)| as a function of ¥, known also as |F(y)|, is
presented for a few values of N in Fig. 4.
The main characteristics of F(v/) are the following:

1. Maximum values occur at v = +2kw, where &k =
0,1,2,....

2. Nulls of the array are at v = +2kx/N where
k=1,2,3,...andk #N,2N,3N,....

3. The 3-dB points of the array factor are at ¢, which
gives

2
Fy) = i% = |[F(y)|” =

1
2
= 10log |[F(y)|> =3 dB

Therefore, Nvy/2 = +£1.391 rad.
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4. Secondary maxima (minor lobes) occur when v =
2k + 1)n/N, where k =1,2,3,....

It is noticed that the first minor lobe is at ¢ = £37/N,
which gives

1
I[F(y)| = —5. = SLL

Nsmﬁ

When the beam maximum appears at = /2, the array
is called broadside. Endfire is an array with the beam
maximum at § = 0 or 7. The array beam can be steered
at any direction 6, if the phase shift is « = —Bd cos 6.
For the endfire array it is « = F¥8d. In addition to the
ordinary endfire, there is the Hansen—Woodyard (HW)
endfire array, which is more directive [Eq. (6)]. In HW the
progressive phase shift is

2.94 T
a:?(ﬂd-f-T)::F(ﬂd"‘N) (24)
Also
for = 7 if maximum occurs at § =0
== { for = 0 if maximum occurs at 6 = = (25)

Condition (25) gives

A 294\ _ A 1
d=z<1‘m):z<1‘ﬁ) 26)

HW is useful for very long arrays with small interelement
distance. Useful formulas for the prescribed linear arrays
are given in Table 1.

5.2. Chebyshev Arrays

5.2.1. Chebyshev Polynomials. Chebyshev arrays are uni-
formly spaced linear arrays with nonuniform excitation.
They make use of the Chebyshev polynomials [21].

A Chebyshev polynomial T),(x) of an independent
variable x is an orthogonal one of mth order. It contains

Figure 4. The magnitude of the array factor as a
function of ¥.

equal ripples in the region —1 < x < 1 and the amplitude
varies between +1 and —1. The polynomial outside this
region rises exponentially:

cos(m cos ' x) lx] <1
Tnn) = { <|z—|)mcosh(mcosh*1 o) k>1  ED
and T )
T(l) g; Z x} (28)
Equation (28) and the recursion relation
T (x) = 2xTn—1(x) — Thp—2(x) (29

create the Chebyshev polynomials of any order.

5.2.2. Dolph-Chebyshev Arrays. Dolph [22] recognized
that Chebyshev polynomials could be used to have arrays
with maximum directivity for a given sidelobe level. The
equal ripples of the polynomials present the sidelobes,
while the main beam comes from the exponential increase
beyond |x| = 1.

The linear array is fed symmetrically about the
centerline (see Fig. 5). The array factor can be expressed
in terms of cos(y/2), where v = Bdcosf +«a. The
independent variable of the Chebyshev polynomial is

X = x( COS (%) (30)

At x = x¢ the polynomial has its maximum value R:
1 -1
T,.(x0) =R orxyg =cosh| —cosh " R 31)
m

The zeros of T,,(x) are at

2% —1
g=tcos DT o m 32
2m
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Figure 5. Linear array with (a) even and (b) odd number of
elements, uniformly spaced and symmetrically excited (I = I_p).

which correspond to

W = +2 cos <ﬁ> (33)

Xo

The excitations I;, are found from (18) by using z;, = e/V.
The order of the Chebyshev polynomial is one less than the
total number of elements of the array.

An example of a nine-element array with SLL = —25 dB
is given. The polynomial is the Tg(x). For R =25 dB
it is R = 10?%/20 = 17.7828 and from (31), xo = 1.1013. A
broadside array has the excitation coefficients presented
in Table 2.

An intermediate array with maximum at 6 = 6, has
the same amplitude as before with a phase shift o =
—pBd cos 6y. Figure 6 shows the patterns for d/A = 0.5 of a
broadside and an intermediate array with 6y = /3.

5.2.3. Riblet Arrays. Dolph—Chebyshev arrays are
suitable for d > A/2 and fail to give the optimum design
for d < A/2. Riblet [23] devised a method to overcome the
problem. He used (2m + 1) elements and an independent
variable of the form

x=acosy +b (34)

The polynomial is 7', (x) with a visible region —1 < x < xq:

Xo=a + b
—1=acos,8d+b} (35)
Solving (35), we obtain
1+ xo 1+ xo cos Bd
= d b= —"T"T-7" 36
@ 1 —cos fd an 1 —cos d (36)
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Figure 6. Radiation patterns of a Dolph—Chebyshev array with
nine elements in d/A = 0.5 with max. at 6 = 7/2 and 6 = /3.

Zeros of T, (x) are given by (32) and the corresponding
Yy, are

¥, = +cos! <ka_b) 37)

A nine-element array with d/A = 0.4 and SLL = —20 dB
is presented. The excitation is given in Table 3 and the
pattern, in Fig. 7.

5.2.4. Other Chebyshev Arrays. Equal-sidelobe designs
with the help of Chebyshev polynomials can be made by

0
-5

.|

g -10 [ \

§ 15 I \
)

|
N
(8]
—
et
—
et
—_—

-30 T
0 20 40 60 80 100 120 140 160 180

Angle [deg]

Figure 7. Pattern of a nine-element Riblet array with d/1» = 0.4
and SLL = —20 dB.

Table 2. Normalized Excitation Coefficients for a Nine-Element

Dolph-Chebyshev Array

Element number 1,9
Excitation coefficient  3.783 x 107!

2,8 3,7 4,6 5
5.310 x 101

7.639x10°1  9363x 107! 1

Table 3. Excitation Coefficient of Nine-Element Riblet Array with d/A» = 0.4

Element number 1,9
Excitation coefficient 5.519 x 107!

2,8 3,7 4,6 5
8.913 x 102

8.393x 1071  1566x 107! 1
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extending the Riblet technique, where x is written as
x=acos(BdcosO +a)+b (38)

To find a, b, and «, three characteristic angles 6;, 6, and
63, which correspond to xi, x2, and x3, respectively, must
be defined.

x1 =acos(Bdcosf; +a)+b
x3 =acos(Bdcosfs +a)+b 39)
x3 =acos(Bdcosfs +a)+b

Solving this equation, one can find

Siny21 —A Siny31

tana = (40)
A COSY31 — COS Y21
where
d
Yo1 = ﬂi(cos 69 + cos 67)
d
Y31 = ﬂi(cos 63 + cos 61)
. [Bd (41)
(xg — x1) SIn ?(cos 63 — cos6q)
A= Bd
(x3 —x1) sin [7 (cos B — cos 91):|
Xo — X1
= 42
cos(Bd cos 0 + o) — cos(Bd cos 01 + a) 42)
b =x; —acos(Bdcosbt + «) 43)

A general approach not only for Chebyshev but also for
Legendre arrays can be found in Ref. 24. Table 4 and
Figs. 8—11 present four common endfire cases expressed
in Egs. (39)—(43).

6. PLANAR ARRAYS

Individual radiators positioned on a plane constitute a
planar array. The usual planar array is rectangular. The

Table 4. Coefficients of Chebyshev Endfire Arrays

Pattern [dB]

[TV )
-30 L

0O 20 40 60 80 100 120 140 160 180
Angle [deg]

Figure 8. Pattern of the endfire casel array for N =11,
d/» =0.25, SLL = —20 dB.

AN
N
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-30

0 20 40 60 80 100 120 140 160 180
Angle [deg]

Figure 9. Pattern of the endfire case2 array for N =11,
d/). = 0.2, SLL = —20 dB.

elements are positioned along a rectangular grid. The grid
can be constructed from the combination of two perpen-
dicular linear arrays. Because of the increase in variables,
the pattern can be controlled and scanned at any point
in space. The more symmetrical patterns and the lower

Endfire Case 1 Endfire Case 2 Endfire Case 3 (Optimum) Endfire Case 4
x1—> 601 =0 x1 —> 601 =0 x1—> 01 =0 x1—>01=0
X9 — 09 = X9 —> 09 =1 X9 — O =1 —x9 —> b =1
x3 # x3 # x3=—(a+b) x3 — 63 = Ogp
T (x1) = R Tpn@1) =R T (1) =R Ty (1) =R, Trn (x3) = RV2/2
x1 + %2 + 2x3— (21 + 1) sin Bd
1| 24/(x1 + x3)(x2 + x3) _1| —sin(Bd cos6s)
= = =2 1 = i’ bt 2
a Bd a=pd a tan sin(Bd) 1 — x2)[1 + cos(Bad)] a = cot cos pd
— cos(Bd cos 63)
P Rt
X1 +x2
X1 +Xxg P X1 — X2 _ X9 — X1 _ X1 +x2
T 1—cos28d " cos28d —1 " 2sinBd - sina " 2sinfd - sina
b=x1—a b=x2—a b=-x3—a b=x1 —cos(Bd + @)
. _ A r g [x1+as _ A
dmax = )t/4 dmax = )L/4 dmax = 9 9 s ( X1+ 1 ) dmax = o

|: - 71( xl+x2>}
X | — sin
V x1+1
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Figure 10. Pattern of the endfire case3 array for N =11,
d/» = 0.35, SLL = —20 dB.
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Figure 11. Pattern of the endfire case4 array for N =11,
d/» = 0.4, HPBW = 35°, SLL = —20 dB.

Figure 12. Planar array geometry.

sidelobes are the two main advantages of the planar over
the linear arrays. Let us refer to Fig. 12.

The element corresponding to the mth row and the nth
column is the mnth element with excitation I,,,,. The array

factor is
M-1N-1

AF©.¢) =Y Y Inm2l'2) (44)

m=0 n=0
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where
2, = e]ﬁdx sin 6 cos ¢ and 2z, = e]ﬁdy sin 6 sin ¢

For uniform excitation and progressive phase «, along x
axis and «, along y axis, the array factor becomes

M
AF(@, (P) — IO (Z ej(m—l)(ﬂdx Sin@cosw+ux))

m=1

N
x (Z ej(n—l)(ﬁdy sin @ sin<p+ay)) (45)

n=1

According to Egs. (22) and (23), expression (45) gives

sin(MW,/2) || sin(N ¥, /2)
AF = 4
AR 01 = | 3w, 2) | | Nsincw,/2) (46)
where
W, = Bd,sinf cos ¢ + o, @)
¥, = Bd, sinf sing + «a,

For d, and/or d, > 1, the in-phase addition of the radiated
field is made in more than one direction and grating lobes
are produced. The grating lobes are located at

Y, = +2mm
v, = +2nmw mandn=1,2,...} (48)
If the mainlobe direction is at (8, ¢o), then
ay = —Bd, sin 6 cos ¢
oy, = —pd, sin 6, sin goo} (49)

Solving (48) for the direction (6,,,,, nn) Where grating lobes
occur, we obtain

sin 6 sin ¢y &+ ni/d, ]

50
sin 6y cos g £ mi/d, 60)

@mn = tan™! [

. _1[sin6ysingy £ nr/d
an:sml[ 0 Sin ¢o /y]
Sln(pmn
.1 |:sin90 cos ¢p + mk/dx]
=sin
COS Pmn

(61

A 6 x 6-element array with o, =, =0 will be given.
Figures 13 and 14 show the corresponding patterns for
dy=dy, =x/2 and d, =d, = 1. It is obvious that for the
large spacing there are grating lobes at 9 = 7 /2 and ¢ = 0,
/2, w, 3m/2.

Finally, the pattern of a 6 x 6 rectangular array that
combines two different Dolph—Chebyshev arrays with
SLL = —20 dB for d, = 0.5 and d, = 0.82% is shown in
Fig. 15.

7. CIRCULAR ARRAYS

A circular array is a planar array with the elements
positioned on a circular ring. A circular array with N
isotropic elements (see Fig. 16) produces the array factor:

N
AF(@v w) = Zlnei[ﬁRSingcos(W_V’n)‘Fﬁln] (52)

n=1
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Figure 13. Three-dimensional pattern of a 6 x 6 uniform planar
array with a; = a, =0 and dx = d, = 0.5A.

Figure 14. Three-dimensional pattern of a 6 x 6 uniform planar
array with a, = a, =0 and dy =d, = 1A.

where I, is the amplitude of the excitation of the nth
element and «, is the corresponding phase. To have a
peak at (6y, ¢o), it must be

a, = —BR sin 6y cos(go — ¢n) (53)
and
N
AF(Q, QO) — Z Ine/’ﬁR[sin(J c0s(¢p—¢n)—sin by cos(pg—¢n)] (54)

n=1

Figure 15. Three-dimensional pattern of a 6 x 6 Chebyshev
planar array with SLL = -20dB, a, =a, =0, d, = 0.5, and
dy, = 0.82).
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Figure 16. Geometry of a circular array with N elements.

The pattern of a 12-element uniform circular array with
BR =10, 6y = 0, ¢o = 0 is shown in Fig. 17.

An interesting array comes from a dipole positioned at
the bisector of a corner reflector with angle wy = 27/N. The
reflector creates a circular array with the N — 1 images
(see Fig. 18). Figure 19 presents the corresponding H
pattern. It is noticed that the pattern outside the reflectors
angle does not exist.

M circular arrays in concentric rings produce an array
factor

M N
AF(97 (/)) = Z Zlmnej[ﬁR’" sin 6 cos(¢—gmn)+amnl (55)

m=1n=1



<

Figure 17. Three-dimensional pattern of a circular array with
N =12, BR =10, 6p = 0°, and ¢9 = 0°.

Vertical dipole

Figure 18. Vertical dipole in front of a corner reflector with its
images.

where I,,,e/* is the excitation of the nth element of the
mth ring.

A corner reflector with a linear array positioned in front
of it (see Fig. 20) creates concentric rings. For a 2-dipole
uniform linear array the pattern is as presented in Fig. 21.

8. 3D ARRAYS

N elements positioned in 3D space constitute a three-
dimensional array. The array factor is

N
AF(@, (,0) — Z Inei(an+ﬁrn [sin @ sin 6, cos(p—¢y )+cos 6 cos by 1} (56)

n=1
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Figure 19. H-Pattern of a dipole in front of a 7 /3 corner reflector.
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Figure 20. A parallel dipole linear array in front of a /2 corner
reflector.
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Figure 21. Pattern of a 2-dipole array (see Fig. 20) in front of a
/2 reflector.
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where (r,,0,, ¢,) are the spherical coordinates of the
nth element and I,e/ is the corresponding excitation.
Parallel circular arrays with their centers on the same
axis constitute a cylindrical array. The array factor is
simplified to

AF@©, ¢) =

M=

L
Z I, e/mi +BRoSInG cos(p—gpp)+fzm cosél (57
171=1

3
Il
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where I,,;¢/®m! is the excitation of the Ith element of the
mth circular array, Ry is the radius of the circular arrays,
and z,, is the position of the mth array on the z axis. A
cylindrical array can be made from an array of collinear
dipoles in front of a corner reflector (Fig. 22).

To have a maximum at 0 = 7/2, ¢ = /4, the array
can be uniform. If there are additional constraints on the
SLL, then the excitations must be nonuniform. Figure 23
shows the E pattern of a Chebyshev array with N =9
collinear dipoles in front of a 7 /2 corner reflector. d = 0.7,
SLL < —20 dB and maximum occurs at 6 = 7/2, ¢ = /4.

9. CONFORMAL ARRAYS

Arrays with requirements in conformality to a shaped
surface are known as conformal. Conformal arrays are
used in mobile platforms for aerodynamic reasons. Also
for specified angles of coverage, arrays can be conformal
to stationary shaped surfaces.

Analysis of conformal arrays differs from that of planar
ones. The pattern of the array can not be given by multi-
plying the element pattern and the array factor. These are
not separable, and, of course, the pattern is not a simple
polynomial. Also, the illumination around the radiating

/2 ' | :
' r
BRI !

' 1yt

Nx

Figure 22. Array of collinear dipoles in front of a 7/2 reflector.
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Figure 23. E pattern of a Chebyshev linear array of N =9
collinear dipoles with d = 0.7» and SLL < —20 dB.

surface as well as the polarization and the pattern of each
radiating element must be taken into account separately.

Practical communication and surveillance systems with
scanning requirements use conformal arrays of cylindrical
shape. In this case one part of the array is illuminated
by means of a switching network. For the commutation
of a given illumination region around the cylinder, one
can use either mechanical rotation, or switch networks,
or lens scanning, or matrix beam formers, or digital beam
formers [25]. If the array compared to the radius R takes
up a small sector and the radius is large (R > 1), then
the element pattern is approximated by that of a planar
array. If the sector is large compared to the radius R or if
the element is in an illuminated region of an array fully
wrapped around the cylinder, then the pattern must be
carefully calculated and is much different than that of a
planar array.

An example of a cylindrical array of 16 microstrip
patches is shown in Fig. 24. For a uniform excitation
and element phase given by Eq. (53) for a maximum at
(6o =7/2, o = 0) and (6y = /2, o = 7/3), the patterns of
the array are presented in Fig. 25.

Conical arrays are used mainly for missiles and
aircrafts. The design follows the corresponding one of the
cylindrical arrays. Spherical, hemispherical, and conical

Cylindrical array with

1.75° - 16 elements
Dog R o i I
Do dpmeeoB O, oa,
x'}/ b=0.1831

D =66.61

Figure 24. A cylindrical array of 16 rectangular microstrip
patches.
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Figure 25. Radiation patterns for a uniform array of 16 axially
polarized rectangular patches given in Fig. 24.



are conformal arrays, which are excited in groups of
subarrays. Usually they are fed by switch matrices in
the same way as the cylindrical arrays.

10. PATTERN SYNTHESIS FOR ARRAYS

The main advantage of arrays is that they can produce
accurate approximations of desired radiation patterns.
Several techniques have been given in the past for
synthesizing array factors. Most of them relate to the
synthesis of narrowbeam and low-sidelobe patterns.
Synthesis is based primarily on the antenna engineer
experience. The meaningful method, which will result
in a realizable solution, must approach the desired
property and not the exact requirement. Several synthesis
procedures will be described in the following paragraphs.

10.1.  Uniform Linear Array Synthesis

Uniform arrays can be used for SLL > —13.3 dB. A linear
scanning array with maximum at 6 = 6, and half power
beamwidth 6 must have (see Table 1)

(%
6y > cos™! (cos2 gH) (58)
and
21 1/2
N 0.4428[ 20+ cosb) ] (59)
A sin” 6y — (cos Oy — cos? ;)2

For example

d
For 0 = 10° and 6y = % :NK
= 5.08 (broadside array)

- d (60)
For 6y = 10° and 6y = s :NX
= 10.28 (intermediate array)

An endfire array where 6y = 0° (Table 1) needs

d 0.4428
N— = ——— (ordinary) (61)
A On
1—cos —
2
1
N é = w (Hansen—Woodyard) (62)
A 1 — cos O

Uniform arrays are useful in practice. For example, an
array for mobile communications or with 6, = 96° and

0z = 8° must have

N% — 6.383 63)

Eight 1/2 collinear dipoles with phase difference of 30°
in d/x = 0.798 can be used. The antenna E pattern (see
Fig. 26) is found by multiplying the array factor by the
element pattern.

10.2. Chebyshev Arrays Synthesis

Arrays with constraints on the SLL are useful in commu-
nications and radar systems. The Dolph method can be
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Figure 26. E pattern of a uniform array of eight collinear dipoles
ind/A =0.798, 6p = 96°, and HPBW = 8°.
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used for d/) > 0.5. To avoid grating lobes we must have
d < dmax, Where

dmax _ 1 c0s7'(1/%0)

7 - (64)

xo is the distance where the maximum of the array occurs.

For d/» < 0.5 the Riblet method must be used. For the
Dolph array the HPBW has been related with that of the
uniform one (HPBW,) of the same length. The so-called
broadening factor f was found to be [7]

— (HPBW) — E —1 py2 2 ’
f= (HPBW,) — 1+ 0.632 [R coshy/(cosh™ R)2 —n

(65)

f is valid in the range of —60 dB < SLL < —20 dB and for
scanning near broadside.

An estimate to the directivity D with the help of f is

possible:

2
p___ 2R (66)

A
1+ R2-1f—
+( i a
For the Riblet case the HPBW is given approximately by

A
HPBW = 10.3°]Td\/s +4.52cscby (67)

where s is the SLL in dB and 6 is the scan angle. Also the
directivity D [7] is

2
D= 2R (68)

A [In(2R) . d
2__ . -
1+R Nd T st (ﬂ 2)

Array factors of the form [24]

AF©) = Ty (0)T7 (x) (69)

are able to give either equal or unequal sidelobes. The
number of nulls depends on m and n. If we compare (69)
with an array factor

AF1(0) = Thnin(®) (70)
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Figure 27. Patterns of case 3 endfire Chebyshev array with
array factor T5(x) and T3 (x)T2(x) for SLL = —20 dB.

Pattern [dB]

we see that AF;(0) has (m + n) roots while AF(0) has either
(m + 1) roots for m = 2k or m roots for m = 2k + 1.

Figure 27 presents for comparison the factors T’5(x)
and T3(x)T%(x) of the case 3 endfire array for N = 11,
d/» = 0.35, and SLL = —20 dB.

10.3. Synthesis by Sampling or by Root Matching

Continuous distributions create excellent patterns with
low sidelobes. Discrete arrays coming from sampling them
can give similar patterns. For large-element spacing, the
patterns of the array and the line source do not match
well. To avoid this problem the method of root matching
is used. In other words, the nulls of the continuous
distribution pattern appear in the pattern of the discrete
array. If the pattern does not yield the desired accuracy,
a perturbation technique [26] can be applied. In this case
the distribution of the discrete-element array varies to
improve the accuracy.

10.3.1. Simple Distributions. A discrete-element array
of a fixed length is transformed to a continuous distribution
as the number of elements approaches to infinity (Fig. 28).

z
L/2 o L/2
<
) A ] S
—L/2 -L/2

X

Figure 28. Line source and its equivalent discrete-element
array.

The array factor reduces to an integral and is called the
space factor (SF):

L/2 L/2
SF(¥) = / I(2)e/Peost=7 dy' = I12)edz’ (1)
—L/2 —L/2

where I(z’) and o« are the amplitude distribution and
phase progress along the source. This equation is the finite
one-dimensional Fourier transform relating the far field
to the excitation.

Changing the bounds of integration, Eq. (71) becomes

SF©) = /00 Iz dz’ (72)

1(2') is zero outside of —L/2 <z’ < L/2. Using the Fourier
transform we have

16) = 5 f " SF@eds (73)

If L is large enough, Eq. (71) gives the desired pattern
within a certain error. In the discrete-element array I(z')
is sampled in appropriate intervals. It is observed that a
small difference between the two patterns appears. Useful

distributions with their characteristics are presented in
Table 5.

10.3.2. Taylor Distribution (Chebyshev Error). Cheby-
shev arrays provide an optimum relation between the SLL

Table 5. Radiation Characteristics for Line Sources and Linear Arrays with Uniform, Triangular, Cosine,

and Cosine-Squared Distributions

Distribution

Uniform Triangular Cosine Cosine-Squared
. 2 T, T
Distribution I, Iy I (1 7 | 2’ |> I5 cos (ZZ ) I3 cos? (Zz/>
sin(“) 1" :
L\ . sinu L|St 2 7 cos(u) L sin(u) b4
f: Pu=(— IhyL L— = Is—
Space factor (SF) u < . ) sin 6 oL— 15 u 2Lg w22 857 R
2
. 50.6 73.4 68.8 83.2
Half-power beamwidth (degrees) Li n Tnh n Tn
114.6 229.2 171.9 229.2
Fi 11 idth L ——— — ———
irst null beamwidth (degrees) @n @n @n @n
First side lobe max. (to main max.) (dB) —-13.2 —26.4 —23.2 -31.5

Directivity factor (Llarge)

()]

0.810 [2 (If)] 0667 [2 (l%)}




and the HPBW. Another distribution characterized by low
SLL of the first N sidelobes next to the main beam is
the Taylor distribution. The other sidelobes gradually fall
off in value. The space factor of the Taylor distribution
comes from Dolph—Chebyshev if the elements of the array
become infinite [27]:

cosh [\/m]

SF@©) = cosh(rA) ™
where
_ L
U= K(cos 0 — cos 6p) (75)
cosh(rA) =R

Since Eq. (74) cannot be realized physically, Taylor [27]
presented a space factor whose roots are the zeros of SF
(). Because the factor is the approximation of the ideal
Chebyshev, it is also known as the Chebyshev error. The

space factor is
7-1 u\2
()
sinu ,_1 Un

B ENEY

n=1

SF(u,A,n) = (76)

where (m — 1) is a parameter that defines the number of
pairs of inner nulls.

1 2
— n=12,...,n-1 7
1 2
A2 -
—l—(n 2)

The Taylor distribution can be found by the Fourier
transform:

7-1 ,
I(z)=SF(0,A,n)+2 Z SF(m, A, n) cos (mn%) (78)
m=1

Sampling I(z'), we create the discrete array. Problems that
arise and cause inaccuracies, even for large arrays, were
addressed earlier [28].

Figure 29 presents the Taylor pattern for SLL =
—25dB,L = 7, andn = 5. The amplitudes of the elements
at d/) = 0.5 are given in Fig. 30.

10.3.3. Taylor One-Parameter Distribution. In low-
noise systems it is desirable to have the first sidelobes at a
certain level while the others decay as the angle increases.
Taylor [6] developed a procedure for synthesizing such a
pattern. The distribution is referred as the Taylor one-
parameter and is of the following form:

, |: 22'\*
I,Z)=1I,|nB,/1— (f) (79)

where 2z’ = distance from the center of the line source
L = length of the line source
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Figure 29. Pattern of a Taylor distribution with SLL = —25 dB,
n=>5,d/»=0.5,and N = 14.
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Figure 30. Amplitudes of the elements at d/1» = 0.5 of the Taylor
distribution with the pattern given in Fig. 29.

Normalized amplitude

B = parameter that determines the sidelobe

Iy = modified Bessel function of the first kind and zero

order.

The space factor associated with (79) can be obtained by
the Fourier transform:

sin[y/(wB)2 — u?]

, u?< (@B)?
SFg) =] Y@B?-u (80)
sinh[\/u? — (wB)?] 2 (2B)
, u“>(m
Ju? — (nB)2
where L
u= ﬁi(cose — cos 6p) (81)
Parameter B is found from [29]
sinh 7B

R =4.60333

82
B (82)

10.3.4. Bayliss Line Source. A pattern null on bore-
sight with the appropriate sidelobe level was developed by
Bayliss [30]. Monopulse tracking systems use an auxiliary
pattern of the form of Bayliss in coincidence with a beam
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peak of the main pattern. The Bayliss pattern is described
in terms of two parameters, A and 7. The pattern is

SF(0) = u cos(ru) —=2 3 (83)
il
u
=1 1 - n + 1
- 2

(n — 1) is the parameter that defines the number of inner

nulls:
1 2 1/2
(1 1) () ner2as

1)\ (A2 402\ _
(n+§)<m> n=5,6,...,n—1

A, &,, and the location un., where SF is maximized
are found as a function of S = |sidelobe level (dB)| (see
Table 6):

x =ay +S{ag +Slag +S(ag + S - a5)l} (85)

The aperture distribution by the sine Fourier series with
7 terms is

n-1

I(z)_ZB sm|: ] (86)
m=0
where
_ 1N 27
7-1 -
1- "y
1\2 "
(—l)m (m + 5) n=1 n
B, = - = =
5 i 17 87
n-1 m+ —
1— 2
=1 + 1
= i n B

A Bayliss and a Taylor pattern (7 = 5) for SLL = —30 dB,
N =14 and d/» = 0.5 are shown in Fig. 31.

10.3.5. Modified Patterns by Iteration. Taylor and
Bayliss patterns with individual different sidelobes can
be made by using a perturbation procedure. According to
Elliot [5], we express the patterns in more general forms:

i)

. - Un
SINTU n=—(n;—1)

Taylor: SF(u) = - (88)
(-3
n=—(ng—1)

Table 6. Coefficients of the Parameters A, &,, and umnax

x o g o3 g -10° a5 - 107
A 0.3038753  0.05042922 —0.00027989 0.343 —0.2
& 0.9858302 0.0333885 0.00014064 —0.19 0.1
& 2.00337487 0.01141548 0.0004159 —0.373 0.1

&3 3.00636321 0.00683394  0.00029281 —0.161 0
&4 4.00518423 0.00501795 0.00021735 —0.088 0
Umax 0.4797212  0.01456692 —0.00018739 0.218 —0.1

0 1 1 1 L |
- -~ Taylor
—— Bayliss

Pattern [dB]
I
N
(]

Angle [deg]

Figure 31. Pattern of a Taylor and a Bayliss array to give
SLL = —-30dB (7 = 5) for N = 14 and d/» = 0.5.

where

[+

1
AL + < R — 5)
1
A? =
i+ <n + 2)
1\2
_ 5)
where R and L identify the right and left side of the

pattern. nr and 7n; denote the transition roots of the

two sides, and Az and A; are the corresponding SLL
parameters.

(89)

N

np-1

(=)
n=—@g_1) Un

Bayliss: SF(u) = Coucosmu L (90)
np—-1
u

1_[ 1- 1
n=-np, n+ -

2

We start from a pattern SFo(z) with the SLL on both
sides to be the average of the desired ones. All the roots of
Egs. (88) and (90) u? are known.

We assume that the roots of the desired pattern are

u, = u?, + Su, 91)

with a small perturbation éu,. Then if

C=Cy+s8C
SF(u) becomes
B u
SFw , 8C & wWd)?
s Tt ;) St (92)
n=— nL 1




The peak positions u?, give

uh,
SFu?) sC TR @Oy
O W) 1 _ %% 2 s,
SFo(uh) Co — ul, “ 93)
n=—(ng,—1) 1-— ﬁ

n

For the ng +ng — 1 lobes we have an equal number of
linear equations of the form (93). The system is solved
for 6C/Cy and the ng + ny — 2 values éu, since Suy = 0.
The new values of u,, are substituted in (88) and the new
pattern is checked. The process is repeated until the new
pattern differs from the desired by a minimum predefined
amount.

The same procedure is applied for the Bayliss
distribution. Equation (92) is modified to

uh,
np—1 —
SF®u?) 5C  Suo & (u0)2
n e l=— - — " Su, 94
SFo(w) Co uh + Z ul, “ ©4)
n=—(ng—1) 1- E

n

which gives a system of 7y + 7z, unknowns, which is solved.
The perturbation process is repeated in the same way as
before.

Figures 32 and 33 show the pattern of two modified
distributions for 7 = 6, SLL = —20 dB and three intermost
pairs of lobes —30 dB.

In the preceding cases, an iterative procedure can
be applied for power pattern synthesis where we have
additional degrees of freedom. Orchard et al. [13] proposed
a technique by dividing the pattern in the shaped beam
region and the sidelobe region.

The array factor in general is

N N
AF@©6) = ]_[ (z—2z,) = ZInz" (95)
n=1 n=0

It is assumed that the zero locations are complex of
the form

Pattern [dB]
S
(6]
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Figure 32. Modified Taylor pattern for 7 = 6, three intermost
pairs of lobes with —30 dB level and the other lobes with —20 dB
level (N = 14,d/1» = 0.5).
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Figure 33. Modified Bayliss pattern for 7 = 6, three intermost
pairs of lobes with —30 dB level and the other lobes with —20 dB
level (N = 14,d /A = 0.5).

and z is written as
z = exp(jo) 97)

Orchard sets the Nth root zy = 1 and expresses the power
pattern in decibels:

N-1
G= Z 101og[1 — 2™ cos(¢ — b,,) + €***]

n=1

+ 101og[2(1 + cos ¢)] + C1 (98)

C; is a constant that allows G to have at the main beam a
given value.

The unknown coefficients a,, b,, and ¢ are found by
using an iterative scheme. This scheme uses the deriva-
tives of G and the difference between the existing and the
desired power pattern. The procedure does not produce an
optimum result. However it offers flexibility and control
to the ripple and the sidelobe level as well as to the entire
radiation pattern.

11. FOURIER TRANSFORM AND THE ORTHOGONAL
METHOD

A linear wuniformly spaced array with nonuniform
excitation has an array factor of the form

N
AF(y) =) Le" (99)
n=1

We expand a desired AF;(¥) in a Fourier series with
infinite terms of the form (99). The first IV coefficients of the
two series are equated to approximate the desired pattern.
The coefficients are found by using the orthogonality of the
expansion functions:

L=— f AF,(p)e ™ dy (100)
21 J_

The Fourier method is adequate for spacing d = 0.51.
For d > 0.5 it fails, while for d < 0.51 and a sufficient
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number of elements the pattern more closely matches the
desired one.

The general expression of (99) comes from nonuni-
formly spaced arrays, [33—37]:

N
AF@) =) L& (101)
where
u = mcosf
o = } (102)
T2

The basis functions of (101) are not orthogonal. Their inner
product is

hin = / e du = Sl?(xl_xx;r)ﬂ (103)

AF(u) can be expressed by the Gram-—Schmidt proce-
dure [33] in an orthogonal basis {¥, (u)}:

W, () =y cVeri (104)

and

N
AF®w) = ZBn\Pn(u) (105)

With the aid of the orthogonality, we have

B, = AF;(w) - ¥, (u)du (106)
W*(u) is the conjugate of W, (u).
Combining (101), (104), and (105), we have

N
I,=) c"B, (107)

i=n

For comparison purposes, an 7-element array with 0.85\
spacing and a constant beam between 85° and 95° is
designed. Figure 34 presents the pattern obtained by the
orthogonal method and the Fourier transform.

O 1 1 1 1 'I' 1 I 1 I 1 I 1
4 - --Desired
[\ ——Orthogonal method
-5 1 ;\ --=-Fourier method
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Figure 34. Pattern of an 7-element array with d/A = 0.85 by the
orthogonal and Fourier methods.

12. WOODWARD-LAWSON (WL) METHOD AND
ORTHOSYNTHESIS

A uniform linear array with an array factor of the form
sin(Nv/2)/N sin(y/2) has the narrowest pattern that can
be achieved with an array. The uniform pattern is a
useful tool for synthesis because it can be a member of an
orthogonal set of beams. By devising lossless networks one
can superimpose groups of beams in order to synthesize a
desired pattern. A uniform array with N elements in equal
distance d/A produces a normalized beam pattern:

. sin(NY,/2)
fn @) = bu g s 2 (108)
where
Vm = Bd(cosd — cos b,,) (109)

If we assume that a desired factor is the superposition of
terms of the form (108), then

SIn(N Y /2)

AF 11
©) = Z_ b ™ N sin(¥,/2) (110
where
b, = AF6,,) (111
and .
0,, = cos! — 112
cos (m N d) ( )
The excitation of each element becomes
1 M
_ —jBdp cosOm
L=% > AF@On)e™ (113)

m=—-M

For a line source, we again can superimpose groups of
beams of the form [6]

sin[BL/2(cos 0 — cos 6,,)]

m 0) = bm 114
fm ) BL/2(cos 6 — cos 6,,) (19
The space factor is
M .
sin[BL/2(cos 6 — cos 6,,)]
SF(©) = b, 115
©) M;M BL/2(cos 6 — cos b)) ( )
where
by = SF(6n) (116)
and N
_ -1 -
0,, = cos (mL> (117)
The excitation distribution is
M
I@)= ) bpe = osn (118)

m=-M

Instead of sampling AF(9) and SF(9) in 6,, we could apply
the orthogonal method termed orthosynthesis. In this case



0, can be different from that in Eq. (112) or (117) and can
have values that optimize the solution.

Figure 35 presents a cosecant-squared power pattern of
a line source with L = 101. The same pattern with discrete
elements (N =20 and N = 30) is presented in Fig. 36.
Figure 37 presents the desired of a modified cosecant-
squared pattern and the pattern by orthosynthesis and
WL for N = 16 and d/) = 0.5. From the value of the mean-
square error it appears that orthosynthesis is better than
the WL.

13. ORTHOGONAL PERTURBATION METHOD

In the shape design of an array, an adjustment of the
spacing between the elements can be made. A procedure
that combines the adjustment with the orthogonal method
is known as the orthogonal perturbation method [38,39]. A
linear array has an array factor of the form

N N
AFy(0) = ) L™’ = 3 " [:0:(6) (119)
i=1 i=1
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Figure 35. A cosecant-squared power pattern of a line source
with L = 10\ taken by WL method.
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Figure 36. A cosecant-squared power pattern by sampling the
line source with pattern of Fig. 35 to have N = 20 and 30 elements.
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Figure 37. Cosecant-squared power pattern for N = 16 elements
and d/x = 0.5 by orthosynthesis and WL.

If we perturb the position d; of each element such that
B(8d;) > 1, then the array factor becomes

N
AF1(0) = ) [1+jB(8d;) cos O1T;e/P o= (120)

i=1
Substituting (119) into (120) and dividing by cos 6 we have

AF1(0) — AFo(0)

F =
©) cos 6

N
= ZAicbi(e) (121)
i=1

where
A; =jBd)I; (122)
It is clarified that for = 7/2, F(9) is already kept equal

to zero. By the orthogonal method we have

N
AFo(0) = ) B} Wi(6)
i=1

5 (123)
F©) =) BW(®)
i=1
I; and A; are
N -
I =Y B (124)
J=i
N -
A; =) B! (125)
J=i

Instead of I;, we can use quantized approximate values
for the initial array. After the quantization the array
is perturbed and from F(9) we take A;, which gives §d;.
The perturbation continues by an iterative procedure until
the desired approximation is achieved. If the result is
not the expected, the procedure is repeated for a larger
number of amplitudes.

An example with a Chebyshev pattern Ts(x) with
SLL =—-30dB and HPBW = 15° is presented. Three
quantized amplitudes and 11 elements are used. The
results are shown in Fig. 38 and Table 7.
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Figure 38. Chebyshev pattern with SLL = —30 dB and HPBW
= 15° taken by the orthogonal perturbation method.

o

Table 7. Amplitudes and Positions of
an 11-Element Array that Produces a

Chebyshev Pattern
Element Quantized
Number (7) Distance (1) Current 1(i)
1,11 +1.975 2
2,10 +1.603 2
3,9 +1.204 5
4,8 +0.800 5
5,7 +0.378 8
6 0 5

14. SYNTHESIS AS AN OPTIMIZATION PROBLEM

The antenna synthesis is mainly a nonlinear optimization
procedure. In this procedure a convenient real function,
which takes an optimum value at the reached properties
of the desired antenna, is constructed. More than one
function can be used to fit several antenna properties [40]:

1. Radiation pattern at a single frequency or at a
number of frequencies.

2. Antenna impedance at a single frequency or at a
number of frequencies.

3. Antenna index without or under constraint on
another index.

4. Antenna impedance and/or radiation pattern in a
given frequency range.

5. Coupling of antennas.

The optimization parameters may characterize the exci-
tation, the shape, the size, the loadings, and the current
distribution of the antenna elements. Any variation of
some parameters requires completely new solutions.

Most of the optimization methods are divided into two
categories. The first makes use of the values of the opti-
mization function itself. The second looks at the gradient
of the above function. The optimization function in some
cases is not an explicit function but it is simply computed
numerically.

Except for the abovementioned methods, procedures
based on random search are available. These are based
on the use of a random-number generator by which the
successive points are determined. Finally, the simulated
annealing and the genetic algorithms are two global
optimizers.

15. OPTIMIZATION OF AN INDEX

An antenna index, I, such as directivity, gain, or quality
factor, can be written as

_ l@rlAllal

= @ Ml (126)

where [@]* = [a1, as, ..., ay]* is the conjugate transpose of
[a]. By [a] one can represent the current or the voltage
excitation vector of the array. [A] and [M] with

[M] = [m;] 127

[A] = [a] }
are both Hermitian N x N square matrices. Also [M] is
positive-definite.

An index I of the form (126) will be optimized under the
constraint that another index I, is

@ M,llal

= e 128
G Ml 7 (128)

1

According to several authors [41,42], a solution can be
found by using the Lagrange multiplier and setting the
quantity L

- e e -] 0
stationary with respect to [a] and .
Zeroing the first variation of L, we have
la] = g[K]7[B]* (130)
where g is a constant and
(K1 = [M] + ply [Ms] — [M]} (131)

where p is found from (128) by solving an eigenvalue
equation [43,44]. If there is no constraint on I;, p = 0.
In the optimization procedure, pattern values and index
constraints can also be combined.

An example of a wire dipole array shown in Fig. 39 with
maximum gain G; in 6; = 0° at the frequency f; under the
constraint that at fo = f1/2 the gain is G2 in the direction
09 is presented in Fig. 40.

An interesting case is the optimization of the directivity
of a 21-element array of 11 length, which gives D =
48.77, @ = 2.258875 x 105, and n = 1.028 x 1073%. The
minimum to maximum excitation is 4.2044 x 107%. A
five-element uniform array with the same length has
maximum D =5, @ =1, and n = 100%. The first array is
superdirective, usually known as supergain. In supergain
arrays the ohmic losses are extremely large. This is the
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Figure 39. A 5-parallel-wire dipole triangular array.

penalty than one must pay in loss of efficiency if reduction
of length is important.

16. OPTIMIZATION BY SIMPLEX AND GRADIENT
METHODS

Simplex and gradient [45—47], are both local optimizer
methods. A simplex is a body in multidimensional space.
The optimization function at the vertices of a simplex
is computed. On this basis, a new smaller simplex is
chosen within which an optimum should be situated. The
optimum depends on the initial simplex [45].

Gradient methods are known as steepest-descent
methods. A starting point is chosen and the direction
where the optimization function decreases most rapidly is
found. Adopting a new point in that direction at a desired
distance and repeating the process, a minimum of the
optimization function is achieved.

12

104

60°

4 =

0, =75°
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It is noticed that it is difficult to judge if the minimum is
the global one or a local one. From an antenna engineering
point of view, we are usually interested in a suitable
solution and not necessarily the global optimum.

The following example illustrates the optimization of
the radiation pattern and the antenna impedance of a four-
element Yagi—Uda array. For the pattern, the antenna
gain obtained was larger than a prescribed value. For the
impedance, the mutual coupling was taken into account.
Use of initial values for the optimization parameters
was based on experience. After 12 simplex iterations, an
antenna was obtained with (see Fig. 41) Lg = 0.50A, Ly =
0.468), Lp = 0.45), d, = 0.251, d = 0.30A, a = 0.002).

It was found that G =9.15dB and Z;, = (36 +j0)Q2.
The front-to-back-ratio was 14.1 dB and the HPBW =
65.2°. Figure 42 shows the pattern of the antenna. A
similar optimization can be applied for log-periodic dipole
arrays [9].

17. OPTIMIZATION BY SIMULATED ANNEALING
METHODS

The basic idea in simulated annealing (SA) is to combine
local search with Monte Carlo techniques in analogy

a
k- a=0.0021
oo e
Lp=0.468)
L L L L F
a " ° P Lp=0.45L
l l l l d,=0.251
d=0.300
e 0y b — et o —>|

Figure 41. Yagi—Uda antenna with four elements.

Figure 40. Maximum gain G in frequency f1 versus
Gs in frequency f1/2. 61 = 0° and 65 is 30°, 45°, 60°,
and 75°.



162 ANTENNA ARRAYS

O.I.!.I.I.I.I.I.I.
o B 1 g T TR0 N SITERITTRE SRS RPN SRPPS DR PPPR IR FRRN PRSP SIS
2 -

c -
§ -1
2 i
& 20 -
—-25 —
0 +—T—T T T

0 20 40 60 80 100 120 140 160 180
Angle [deg]

Figure 42. H pattern of the optimized four-element Yagi
antenna with G = 9.15 dB, F/B = 14.1 dB and Z;,, = 36X.

to cooling processes in thermodynamics. Simulated
annealing [48] refers to a process used to reveal the low-
temperature state of some material. At high temperatures
the molecules of a liquid move freely with respect to one
another. If the liquid is cooled slowly, the thermal mobility
is lost. The atoms are able to line up in a crystal, which
represents the minimum-energy state for the system. The
time spent at each temperature must be sufficiently long
to allow a thermal equilibrium to be realized. If the system
is cooled quickly, it does not reach the minimum energy
state but one having higher energy.

In optimization by SA we simulate the annealing
process by a Monte Carlo method where the global
minimum of the objective function represents the low-
energy configuration [49,50].

Variations of the simulated annealing process can
include parallelization techniques with the use of multiple
CPUs [51]. SA has been used in various combinatorial
optimization problems.

An example of an array of eight 1/2 collinear dipoles
is presented. The initial array is a uniform array with
d/A» =0.93 and phase shift « =52°. The main-beam
maximum is at § = 99°. It is observed that in the area
0 <m/2, SLL > —10dB occurs. In practice, this is not
desirable. Mobile and radio stations aim at lower upward
of horizon. By using the appropriate cost function with the
geometry constraints for SLL < —18 dB in 6§ < 7/2, a new
array is found. Table 8 and Fig. 43 present the array and
the pattern. Applications for wire antenna arrays as well
as slot arrays can be found in the literature [52,53].

18. OPTIMIZATION BY GENETIC ALGORITHMS (GAs)

Genetic algorithms (GAs) are global optimizers. GAs [54]
follow two main principles: the ability to encode com-
plex structures and the use of simple transformations to
improve such structures. GAs are well suited for a wide
range of problems in electromagnetics [54]. They have the
advantage of quick and easy programming and implemen-
tation. They are also suitable for constrained optimization.
GAs are based on Darwin’s principle [55]: survival of the
fittest. The basic idea is an analogy between an individual

Table 8. Antenna Array with Collinear
Dipoles by Simulated Annealing

Dipole Dipole Dipole
Number Position Phase (degree)

1 (S 0

2 0.70 A 73

3 1.53 A 116

4 2.37 A 155

5 3.23 A -172

6 4.05 A -130

7 4.92 A -93

8 5.62 A -19

Pattern [dB]
N
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|

—-20 -

—25 -

=80 - e
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Figure 43. E pattern of N = 8 collinear dipole for SLL < —18 dB
at § < /2 and maximum at § = 99°.

and a solution on one hand and between an environment
and a given problem on the other. The function to be
minimized or maximized represents the fitness. This is
computed for a given individual and determines how that
person “fits” or, in other words, how good this solution for
the given problem is.

Many categories of GAs have been designed. A simple
GA [56] has nonoverlapping populations. Very popular
for electromagnetics are the steady-state GAs with
overlapping populations. The best individuals survive
to the next generation. Another approach is the deme
GA [57], which involves parallel evolving populations with
migration.

GAs have been successfully applied in many engineer-
ing problems [58—61]. GAs can be applied to thinned
arrays. A thinned array is a subset of aperiodic arrays.
Thinning an array means turning off some elements in
a uniformly spaced or periodic array. The orr elements
remain in the array, so the mutual coupling for the interior
elements remains the same.

A thinned array offers essentially the same beamwidth
with less directivity and fewer elements than does a
uniform array of the same size [13,16,20]. The most
realistic applications of GAs to array thinning have to
do with optimizing the SLL of a large number of elements.

Concluding GAs, an example of an 11-element endfire
(case 1) array with SLL = —20 dB and HPBW = 72° is pre-
sented. The elements have the same amplitude. Figure 44
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Figure 44. Pattern of 11-element Chebyshev endfire array with
SLL = —20 dB, HPBW = 72° (case 1).

Table 9. Position and Phase of an
11-Element Array Able to Create a
T5(x) End-Fire Pattern

Element
Position  Distance (A\) Phase (degree)
1 0.000 0
2 0.400 —140.1
3 0.719 111.8
4 0.855 474
5 1.080 —36.4
6 1.300 -108.4
7 1.611 156.8
8 1.860 88.5
9 2.025 10.8
10 2.131 —63.7
11 2.410 —156.5

presents the pattern, and Table 9 gives the position and
the phase of the elements.

19. SPACE AND TIME OPTIMIZATION AND SMART
ANTENNAS

Antenna arrays combined with signal processing in space
and real time are known as “smart” antennas. The low-
cost and fast digital processors now available have made
possible the implementation of smart antennas. Smart
antennas can be used with great success in cellular
and satellite mobile communications. They improve the
system performance by increasing the spectrum efficiency
and the channel capacity. They also extend the range
of coverage by multiple-beam steering and electronic
compensation of the distortion. Smart antennas can
reduce propagation problems such as multipath fading,
cochannel interference, and delay spread as well as
communication indices such as bit error rate (BER) and
outage probability. Their main advantage is the capability
to provide a certain channel at a certain direction. This
results in spatial-division multiple access (SDMA), which
performs differently from the frequency (FDMA), the
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time (TDMA), and the code (CDMA) division multiple
accesses.

Smart antennas are known as adaptive arrays, intel-
ligent antennas, spatial processing, digital beamforming
antennas, and by other terms, [62]. They direct their main-
beam maximum to the user while the pattern nulls are in
the direction of possible interference [17]. Two main types
of beam patterns are available: (1) the switched-beam and
(2) the adaptive system. The switched beam divides the
communication sector in microsectors. Each microsector
contains a predetermined fixed beam pattern. The adap-
tive systems dynamically alter the patterns to optimize
the communications performance. They utilize sophisti-
cated signal processing algorithms [17,63], which update
the beam patterns on the basis of changes in both the
desired and the interfering signal directions.

Adaptive array theory is based on the optimization
methods given before and on the real-time response in a
transient environment.

In the literature one can find a lot of special journal
issues, books, and specialized research papers in the area
of smart antennas [64—69].

Consider a uniform linear array immersed in a
homogeneous medium in the far field of M uncorrelated
sinusoidal point sources of frequency f, (see Fig. 45).

The time difference taken of a plane wave, coming from
the ith source in the direction (6;, ¢;), to arrive from the
kth element to the origin, is

rp = g(k — 1) cos6; (132)
c

The signal induced on the first element due to the same
source is m;(¢)e’?ot, The function m;(f) depends on the
type of the access used:

m;(t) = A;e%®  (frequency modulation for FDMA) (133)

mi(t) =Y di(n)p(t —nA) (TDMA) (134)
p4
18tsource
N [ ]
a j 39 source
N-1¢L
2 source

k

i"source MM source

Figure 45. Signal model of a linear array.
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where p(t) is the sampling pulse, d;(n) is the message
symbol, and A is the sampling interval:

m;(¢) =d;(£)g(t) (CDMA) (135)

where d;(¢) is the message sequence and g(¢) is a
pseudorandom binary sequence.

The signal induced at the kth element is m; (t)e/2 ¢+,
It is assumed that the bandwidth of the signal is narrow
enough and the array dimensions are small enough for
the modulating function m;(¥) to stay almost constant
during ry.

The total signal induced at the kth element due to all
sources plus the noise n.(t) is

M
xp =Y miB)PhTY 4y (¢) (136)

i=1

Let us now consider a narrowband beamformer where
signals from each element are multiplied by a complex
weight and summed to form the array output y(¢) (see
Fig. 46):

N
y(O) = wixk(t) = [0 [x()] (137)

k=1

where [w] and [x(¢)] are column vectors containing the
weights and the inputs of the elements of the array.
The values of [w] are determined by using one of the
optimization methods.

Smart antennas are analyzed for different network
topologies and mobility scenarios. The array geometries

y(t)

Figure 46. Narrowband beamformer structure.

will be realized with the feed networks and the algorithms
for fast beamforming and direction of arrival. A smart
antenna system is presented in Fig. 47.

Smart antennas have undergone significant progress
since the early 1990s, and their future looks bright. Cost
will continue to be the most critical point. It is believed that
an explosive development of array processing algorithms
within communication systems will appear.

20. ELEMENT PATTERN AND MUTUAL COUPLING

Analysis and synthesis of antenna arrays are given for
array elements with known current or aperture field
characteristics. It was assumed that these characteristics
are proportional to the excitations, the same for similar
elements, and unchanged as the array is scanned. In
general, all the currents and fields differ in magnitude,

1
1
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Figure 47. Diagram of a smart antenna system.



phase, and distribution from element to element. The
differences depend on the frequency and the scan angle as
well as on the geometry of the array. That happens because
mutual coupling plays an important role in the behavior of
the elements. Actually the radiated field can be expressed
as generalized integrals that include the appropriate
distributions over the radiating antenna elements and
nearby diffracting bodies. The array characteristics are
dominated by the mutual coupling between the elements.
Mutual coupling alters mainly the amplitudes and
phases between various elements while the currents or
aperture distributions remain very similar. In the antenna
array synthesis the required distributions can be found
by using different methods depending on the problem.
Among these, the boundary-value, the transmission
line, and the Poynting vector methods are the main
ones [1,3,6]. In the late 1960s the integral equations with
suitable numerical solutions were successively applied.
The numerical techniques are collectively referred to as
the method of moments (MoM), [6,41,70]. This method is
simple and versatile and requires fast and large amounts
of computation. The speed and storage capacity of the
computer characterize the limitation of the method.
There are several forms of integral equations. For the
time-harmonic EM fields, the electric (EFIE) and the
magnetic field (MFIE) integral equations are popular [71].
The EFIE enforces the electric field, while the MFIE
enforces the magnetic field boundary condition. MoM
reduces the integral equations to a system of simultaneous
linear algebraic ones in terms of the unknown current or
aperture distribution. For radiation problems, especially
for wire antennas, there are popular integral equations
as the Pocklington, the Hallen, and the reaction integral
equations. There are computer codes for the evaluation
of the radiation characteristics of antennas. They make
use of the abovementioned equations and compute the
appropriate quantities in the near and far fields.

20.1. Finite and Infinite Arrays

Let a wire structure (Fig.48) be composed of straight
segments of circular cross section. For electrically thin
wires it was found that the total current (conduction plus
displacement) on the structure can be found by using one
of the electric field integral equations [70,71]. The current
on the wires is expanded in a finite series as follows:

N
I(0) = Y LF.(0) (138)
n=1

where F, (£) are the current expansion functions.

Substituting (138) into the integral equation used,
the following system of simultaneous linear algebraic
equations yields

N
ZInZ,,m:Vm m=1,23,....N (139)
n=1

where V,, are the applied voltages and I,, are the complex
amplitudes of the current distribution. The elements Z,,,
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Figure 48. Wire structure of straight segments.

are the mutual impedance elements. Equation (139) can
be expressed in matrix form:

(Z111] = [V] (140)

The only nonzero elements V,, of [V] are these where a
generator is at the terminals of the mth segment.

Let us assume that a —20-dB Chebyshev broadside
array with five parallel 1/2 dipoles is desired. Table 10
shows the required currents and the corresponding
voltages at the main ports for equal spacing d = 0.25A
and d = 0.5). The resulting pattern for d = 0.25A is shown
in Fig. 49. If we suppose that there is no coupling between
the elements, then the currents have the same relative
values as the voltages. In this case the resulting pattern is
also given in Fig. 49 and is very different from the desired.

In addition to the numerical methods, one could use
measured data to evaluate the mutual coupling effects. In
this case the currents and voltages can be found by using
one of the classical methods of synthesis [72].

The prediction of element impedance as a function
of scan and element patterns in an infinite array is
very different in a finite one. Elements away from the
edge of large finite arrays have approximately the same
characteristics to these of infinite arrays. So, the study of
infinite arrays has a practical aim.

Table 10. Relative Input Currents and Voltages for a
Five-Element Chebyshev Broadside Array with
SLL = -20 dB

I; Vi
Element d/»=025 d/h=05 d/h=025 d/A=05
1,5 1 1 1/0° 1/0°
2,4 —-1.194 1.608 1.902/251° 1.383/341°
3 2.178 1.932 3.027/32° 1.804/—-6°
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Figure 49. Pattern of 5 parallel A/2 dipole linear array with
d =0.25).

In infinite arrays a wave-type formulation or a mode-
matching approach with a direct solution of the differential
equations can be used. Any of the abovementioned
approaches is based on the periodic nature of the fields.

Infinite array theory is a good approximation of
the impedance behavior of central elements in large
arrays [6,13,16].

21. ARRAY FEEDS

Linear arrays or assemblies thereof making planar arrays
are the most usual fixed-beam arrays. Using linear arrays
as the building blocks, appropriate feed networks are
developed. Two kinds of feeds are more usual: the “series”
and the “shunt” ones.

In the series feed the elements of the array are in series
along the transmission line. Similarly, in the shunt feed
the elements are in parallel with the line or the network.
Feeds must offer an acceptable in-band performance in
relatively modest cost. The feed choice depends on the
application as well as on its physical, processing, and
electrical properties. The weight with the conformity and
the material used characterize the physical properties. The
fabrication and the availability of the materials define the
processing properties. Finally the losses, the shielding,
the design ability, and the performance over a specified
bandwidth characterize the electrical properties. The
ability of the array feed to control the power distribution
allows the antenna engineer to meet the appropriate
requirements.

A critical function of a feed network is that of impedance
matching. By matching the impedances as closely as
possible at each portion of the network, the reflection
coefficients and therefore the VSWR of the feed is kept to
with certain levels.

The feed network must keep the isolation between out-
puts. This means that any energy entering in the ith out-
put port should not reappear at any other via the network.

An array feed should have the ability to steer its
main beam. This is accomplished by using discrete phase
shifters and attenuators located between the outputs of
the feed network and the elements of the array.

The most common shunt feed is the corporate one
(Fig. 50). A series feed can be constructed by using the
transmission line junctions (Fig. 51). Multiple-beam feeds
are made by series-fed beamforming networks (Fig. 52)
or by parallel feed as the Butler matrix (Fig. 53). Planar
arrays use arrangement of series-series or series—parallel
topologies [73—-79].

Finally, optical hardware for the care and feeding of an
array can be used. An extended analysis of photonic feed
systems can be found in the literature [80,81].

Figure 50. Parallel corporate feed.

In

Figure 51. Series feed with transmission line junctions.

S; 1 ;; 2 S; 3 S; N
J e o o
Beam 1 - ra a

Beam 2

Figure 52. Series-fed beamforming network.



Figure 53. Eight beams and elements Butler matrix.
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1. INTRODUCTION

Antennas are key components in any wireless communi-
cation system [1,2]. They are the devices that allow for
the transfer of a signal (in a wired system) to waves that
in turn propagate through space and can be received by
another antenna. The receiving antenna is responsible for
the reciprocal process: that of turning an electromagnetic
wave into a signal or voltage at its terminals that can sub-
sequently be processed by the receiver. The receiving and
transmitting functionalities of the antenna structure itself
are fully characterized by Maxwell’s equations [3] and
are fairly well understood. The dipole antenna (a straight
wire fed at the center by a 2-wire transmission line) was
the first antenna ever used and is also one of the best
understood [1,2]. For effective reception and transmission,
it must be approximately 1/2 long (A = wavelength) at
the frequency of operation (or multiples of this length).
Thus, it must be fairly long when used at low frequen-
cies (A = 1 m at 300 MHz), and even at higher frequencies
(UHF and above), its protruding nature makes it quite
undesirable. Further, its low gain (2.15 dB), lack of direc-
tionality, and extremely narrow bandwidth make it even
less attractive. Not surprisingly, the Yagi—Uda antenna
(typically seen on the roof of most houses for television
reception) was considered a breakthrough in antenna tech-
nology when introduced in the early 1920s because of its
much higher gain of 8—14 dB. Log periodic wire antennas
introduced in the late 1950s and 1960s and wire spirals
allowed for both gain and bandwidth increases. On the
other hand, high-gain antennas even today rely on large
reflectors (dish antennas) and waveguide arrays [used for
airborne/warning and control system (AWACS) radar] that
are expensive and cumbersome to deploy.

Until the late 1970s, antenna design was based primar-
ily on practical approaches using off-the-shelf antennas
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such as various wire geometries (dipoles, Yagi—Uda, log
periodics, spirals), horns, reflectors and slots/apertures as
well as arrays of some of these. The antenna engineer could
choose or modify one of them based on design require-
ments that characterize antennas such as gain, input
impedance, bandwidth, pattern beamwidth, and sidelobe
levels (see, e.g., Refs. 1 and 2 or any of the several antenna
textbooks for a description of these quantities). Antenna
development required extensive testing and experimen-
tation and was therefore funded primarily by the gov-
ernments. However, more recently, dramatic growth in
computing speeds and development of effective computa-
tional techniques [4—6] for realistic antenna geometries
has allowed for low-cost virtual antenna design. Undoubt-
edly the explosive growth of wireless communications
and microwave sensors, microwave imaging needs and
radars has been the catalyst for introducing a multitude
of new antenna designs since 1990 and an insatiable
desire for using modern computational techniques for low
cost designs. Requirements for conformal (nonprotrud-
ing) antennas for airborne systems, increased bandwidth
requirements, and multifunctionality have led to heavy
exploitation of printed (patch) or other slot-type anten-
nas [7] and the use of powerful computational tools (com-
mercial and noncommercial) for designing such antennas
(see Fig. 1) [8]. The accuracy of these techniques is also
remarkable, as seen by the results shown in Fig. 1 [9] for a
cavity-backed slot spiral antenna. Needless to mention, the
commercial mobile communications industry has been the
catalyst for the recent explosive growth in antenna design
needs. Certainly, the 1990s have seen an extensive use of
antennas by the public for cellular, GPS, satellite, wireless
LAN for computers, upcoming Bluetooth technology, and
so on. However, future needs will be even greater when
a multitude of antennas will be integrated into automo-
biles for all sorts of communication needs. Such antennas
must be designed with the platform in mind (see Fig. 2)
and must therefore satisfy gain and pattern requirements
in the presence of the platform. Concurrent modeling of
the large structure is therefore needed, resulting in a
substantial increase of computational requirements for
analysis and design purposes. For military applications,
there is an increasing need for multifunctional antennas
that can satisfy a plethora of communications needs using
a single aperture as small as possible. Such apertures are
also intended for unmanned airborne vehicles (UAVs) and
small general aviation vehicles where real estate is even
more limited. The multitude of design requirements for
such antennas implies use of fast computational tools as
well as optimization methods to arrive at designs that
satisfy the specific mission or product needs.

In this article we summarize the most popular antenna
analysis methods. These can be subdivided into time-
domain and frequency-domain methods. Time-domain
methods are appropriate for broadband analysis (many
frequencies), and among them the finite-difference—time
domain method [5,10] is the most popular technique. Time-
domain—integral equation methods [11-13] are gaining
attention by combining them with fast algorithms. How-
ever, in general, time-domain approaches are still slow and
seldom attractive for narrowband analysis and design.
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(@

cm

(b)

Figure 1. (a) Computational grid for a slot spiral antenna.
(b) Comparison of gain calculations with measurements for
slot spiral antennas [9]. The slot spiral is situated on the
aperture of a circular cavity of diameter d = 15 cm and
depth D =1.265 cm. The slot spiral is a metal surface
residing on a dielectric substrate (e, = 3.38 —j0.009 and of
thickness ¢ = 0.0508 cm) with the shown slot imprint of width
w = 0.0762 cm.

In this article, we will discuss frequency-domain meth-
ods for antenna analysis. Like the time-domain methods,
frequency domain approaches [14] can be categorized
under (1) integral, (2) differential, and (3) hybrid tech-
niques. The popular finite-element (FE) method [6,15]
used in most branches of engineering belongs to the second
category, and the ensuing procedure entails a direct solu-
tion of Maxwell’s equations. Differential or FE methods
are the choice modeling techniques for finite or inhomoge-
neous dielectric regions. In contrast, integral methods [4]
are the choice techniques for modeling metallic struc-
tures situated in free space or on thin substrates (layers
of dielectric). As can be understood, hybrid techniques
involve a suitable combination of finite-element and inte-
gral or other modeling methods, including high-frequency
techniques. The latter were actually the first to be used for
accurate analysis of reflector and horn antennas [16] and

Gain in dBic

" “D=1.265 cm, d= 15 cm, a=0.2817 cm/rad, w =0.0762 cm,

30 F
substrate: t= (?.0508 cm, & = gﬁa.ss,—o.oog) |
-35
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Frequency in GHz

for predicting antenna interactions on complex platforms
such as aircraft [17], and work in this area continues to be
explored [18]. More recently the combination of integral
and FE methods [referred to as finite-element—boundary
integral (FEBI) methods] has been successful for modeling
complex antenna geometries constructed of metallic and
nonmetallic materials [19]. The recent introduction of fast
methods [20—-22] has played an important role in the use
of hybrid FEBI methods for design [23].

Below we proceed to discuss details associated with the
implementation of integral and FE methods after we first
present some basic electromagnetic concepts.

3. SOME BASIC EQUATIONS

Electromagnetic phenomena are governed by Maxwell’s
equations, a system of coupled time space partial differ-
ential equations established in the nineteenth century [3].
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Although Maxwell’s equations allow for very general field
variations in both space and time, for simplicity we shall
consider only time-harmonic fields where the e*“* time
dependence is assumed and suppressed. In addition, we
shall consider only fields in a linear and isotropic medium.
With these assumptions, Maxwell’s equations in differen-
tial (point) form can be written as

V x E = —M; — jkZH 1)
V x H = J; + jkYE @)

where H is the magnetic field in amperes per meter
(A/m), E is the electric field in volts per meter (V/m),
J; is the impressed electric current (source antenna
radiating current), and M; is a fictitious magnetic current
(source) often used for mathematical convenience. The
radiating medium is completely described by its intrinsic
impedance Z = 1/Y = (u/¢)'/?, where ¢ and u denote the
medium’s permittivity and permeability, respectively. The
permittivity characterizes the medium’s response in the
presence of an electric field whereas the permeability is
associated with the magnetic field. The wavenumber is

denoted by % = 277[ = w(ue)/2, where A is the wavelength

and w is the corresponding angular frequency. The faraday
(1) and Ampere—Maxwell laws (2) are independent first-
order vector equations. To solve for E and H, we
typically combine (1) and (2) to obtain the vector wave
equation

VxVx{E}—kz{g}z—jw{é‘;ﬁ}va{]‘f"} 3)

The wave nature of E and H is easily surmised when
we introduce the identity V x V x E = —V2E + V(V - E) =
—V2E, where we have assumed that V - E = 0, true away
from the source region (away from the antenna). With
this replacement, the vector wave equation reduces to
scalar wave or rather Helmholtz equations of the form
V2E; + k2E; = f;, where E; implies the £th component of
the vector field and f; is the appropriate right-hand side
reduced from (3). A solution of the wave equation can

et 1 Tl
.,.l’g.. Kisd

Figure 2. Quadrilateral grid used for
modeling the automobile surface for
onboard antenna evaluations. Antenna
radiation can be introduced using the
antenna aperture fields or currents
computed for the isolated antenna.

be accomplished provided the boundary conditions are
enforced on canonical surfaces (spheres, cubes, infinite
cylinders, and planes). For practical problems, however,
boundary conditions must be enforced on noncanonical
surfaces, and consequently a closed-form solution is not
possible. This is the reason for resorting to a numerical
solution of Maxwell’s equations.

When dealing with arbitrary antenna structures, it is
customary to invoke the surface equivalence principle [24],
as illustrated in Fig. 3. The antenna itself is enclosed in a
mathematical surface S, and equivalent or mathematical
surface currents J; and M, are introduced on that surface.
When (J;,M;) in (1) and (2) are replaced by (Js, M,),
it follows that an integral representation of the fields
everywhere is

Er = —ij# |:Js(r’)G(r, r)+ klz(Vs’ -J (r))VG(r, r’)]ds’
s

+ # [M,(r') x VG(r,r)]ds' + E™ = E"™ + E™ 4)
S

(a) (b) n

Spherical
boundary as r —

Figure 3. (a) Source currents enclosed by a spherical boundary.
(b) Hlustration of surface equivalence where the source current
or field is replaced by equivalent surface currents located on a
surface enclosing the antenna/source; (Js, M) can be found by
enforcing the boundary conditions on the antenna structure.
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where r and r’ refer to the observation and source (i.e., J;
and M) position vectors, respectively. Here, V,- denotes
the surface divergence operator [25] and the equivalent
surface current densities (J;, M;) are related to the surface
fields via the relations

J,=nxH
M;,=Exn (5)

where 7 denotes the unit normal to the integration
surface S. With this identification, (4) becomes the Strat-
ton—Chu equation [26]. Also, E™ is the incident or exci-
tation field intensity and is nonzero for radar scattering
problems, but typically set to zero for antenna analysis.
Further, G is the scalar Green function! given by

1 eJkir=7'|

G(r,r) = Em (6)

This Green function also incorporates the radiation condi-
tion stating that outgoing waves are of the form e~ /r as
r — oo. In mathematical form, the corresponding bound-
ary condition is

lim r[V x E + jkr x E] =0

r—oo

a necessary condition for the unique solution of (3).

The analysis of antennas using integral equation
methods amounts to finding (J;, M;) or some other
predefined currents subject to boundary conditions
satisfied by the antenna structure. To illustrate the
implementation of integral equation methods, we refer to
Fig. 4, showing a reflector and a patch antenna [24]. For
the reflector antenna, on application of the equivalence
principle (here the closed surface S is collapsed onto the
reflector surface and J; =JF —J; is the net current),
the reflector is removed and replaced by the equivalent
current ;. There is no need for magnetic currents since
7 x E = 0 on metallic surfaces in accordance with (5). The
unknown J; can subsequently be found by solving the
integral equation

A x [E™@r) + E™ )] = 0, reS (7

valid for r on the reflector’s surface, where E™ is the
excitation field from the reflector feed. In the case of the
patch antenna structure, the M, current is also introduced
across the antenna aperture where E is nonzero. Referring
to Fig. 4, the corresponding integral equations for J, and
M, are

nxE{@r) =0, r € exterior metallic surfaces
nxEi(r)=n x Ey(r) r € cavity aperture
nx Hi(r)=n x Hy(r) r € cavity aperture 8)

i x Eas(r) + E™ () =0, r € interior metallic surfaces

I The Green function of a given solution domain characterizes the
fields caused by a unit point source.

(e1: 1) Patch antenna

E, /
\ a (€2 1) Feedli
7 i

Original antenna

Original problem U

—
)
-
=
=
-

Equivalent currents for
\ exterior domain

AN M52 JSZ
.. - g
Equivalent + (e2, 112) *JS2
mathematical problem e e
Jso
(&2, 112)

Equivalent currents for
interior domain
Figure 4. Surface equivalence principle applied to a reflector
(left) and a patch (right) antenna.

where E; is due to J,; and M,; radiating in a homogeneous
medium (e1, u1) and Ejy is the corresponding field due
to Jp and My, radiating in the homogeneous medium
(&2, ue); that is, (Js1, M) and (Js2, Ms3) are conveniently
introduced to satisfy the boundary conditions on the
boundary of the piecewise homogeneous region. We can
readily conclude that the continuity conditions across the
aperture (excluding the patch) can be satisfied a priori by
setting J; = —J2 and M; = —M,, across that section of
the surface. The equivalent currents for the other surfaces
must be found via a numerical solution of the integral
equation enforcing the boundary conditions.

4. INTEGRAL EQUATION TECHNIQUES

Integral equation (IE) techniques are among the old-
est and most successful computational antenna modeling
approaches. Their basic idea is to replace an antenna or
scattering object by equivalent sources (currents) such
that those sources radiate in a domain whose Green func-
tion is known. An IE is then derived by enforcing the
boundary or continuity conditions for the fields such as
those in (8) or (7). This is the first step (step 1) in any sim-
ulation test and typically involves use of the equivalence
principle illustrated in Fig. 3 and 4. The equivalence prin-
ciple relies on the uniqueness theorem, stating that the
resulting solution is unique provided it satisfies Maxwell’s
equations and the boundary conditions. Use of the repre-
sentation (4) guarantees the first, whereas the boundary
conditions are enforced with the appropriate choice of the
equivalent current. It is important to note the introduc-
tion of the equivalent currents implies removal of the



actual structure whose presence is only implied through
the boundary conditions to be enforced.

The second step (step 2) in a numerical simulation
is the discretization of the geometry (as done in Fig. 5
and 2) and the unknown equivalent sources using an
appropriate set of basis or expansion functions. The
coefficients of the expansion then become the unknowns
or degrees of freedom (DoF's) used for setting up the linear
system of equations. Such a linear system is formed by
enforcing the boundary conditions associated with the
original geometry using point matching, the method of
moments (MoM) [27] procedure or Nystrom’s method [28].
For example, at metallic surfaces the boundary condition
to be enforced is that the tangential electric fields vanish
on that surface (viz., i x E =0 on perfect conductors).
On a dielectric surface, the pertinent boundary conditions
must enforce continuity of tangential E and H across the
interface. To do so, it is necessary that both electric and
magnetic equivalent currents be introduced at dielectric
interfaces as done, for example, in Fig. 4(b) for the cavity
aperture. On the other hand, for metallic surfaces only
one equivalent current is required to satisfy the boundary
conditions.

The third and final step (Step 3) in a numerical sim-
ulation is the solution of the linear system generated
in step 2. For small linear systems involving less than

Calculations

_____ Measured (Rome Lab)
(1/10)th scale model

Antenna
location

na

ol
Figure 5. Comparison of measured and calculated patterns for
a UHF antenna radiating on a Global Hawk unmanned aerial
vehicle (UAV). The surface field plot shows the currents or
surface magnetic field on the UAV (red implies highest strength).
Measurements are courtesy of the Air Force Research Laboratory
(Rome, New York, USA).
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1000-5000 unknowns, direct inversion (Gauss elimina-
tion) and Lower-Upper (LU) decomposition [29] methods
are typically the choice approaches. However, these meth-
ods require O(IN?) central processing unit (CPU) solution
time and ON?) for storing the matrix (N: number of
unknowns), and typically over a million discrete elements
(and unknowns) are needed to discretize a simple full-
scale aircraft at radar frequencies. Furthermore, design
for antennas and microwave circuits can be realized only
by using extremely fast algorithms that provide results in
seconds or minutes rather than hours or days. In the mid-
1990s, fast algorithms such as the fast multipole method
(FMM) and its multilevel version [20] and adaptive inte-
gral method (AIM) [21,22] were introduced to alleviate
the CPU bottleneck associated with realistic EM simula-
tions. Basically, FMM and AIM overcome the O(N?3) “curse
of dimensionality,” as it is often called, in solving dense
matrix systems using direct solution methods. Their CPU
and memory requirements reduce down to OV logN) or
so. The basic idea of AIM and FMM is the same as that
used in the highly efficient fast Fourier transform (FFT)
method. AIM does even make direct utilization of the FFT
in its implementation, and the multilevel FMM can be
considered as a fast FFT for data with unequal separation
intervals.

Let us now proceed to implement the three steps men-
tioned above. For a metallic antenna structure as in Fig. 4,
only electric equivalent currents are needed to express the
radiated fields, and in this case the condition to be enforced
on the metallic surface of the reflector or some other struc-
ture is i x [E™d 4+ E'™¢] = 0, where E™™ denotes the field
from the horn feed (see Fig. 5) and E™ is the integral
expression in (4). The enforcement of this condition gives
the integral equation

JRZn x ﬁ [Js(r’)G(r, r)+ k_lz(V; -J, () VG(r, r’):| ds’
S reS

=1 x E™(r)|res 9)

referred to as the electric field integral equation (EFIE)
since it enforces the boundary condition on E. The
unknown here is the current density J; and to solve for it,
we proceed to step 2 of the analysis.

Step 2 of the analysis amounts to discretizing the
current density and the associated geometry as displayed
in Figs. 1 and 2 using triangles, quads, or other surface
patches. Specifically, we introduce the expansion

N
Jr) =) Lfyr) (10)

n=1

where f; are the expansion or basis functions defined on S.
This current expansion is substituted into (9) and appli-
cation of the MoM means testing the resulting equation
with N different testing or weighting functions w,,. Since
testing is equivalent to multiplication with the individual
testing functions and subsequent integration over S, N
linear algebraic equations for the unique determination of
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the N expansion coefficients I,, are obtained:?

N
#Z31, ﬂ ﬂ W (r) - [fn(r’)G(r, )
n=1"g %
+k_12 (V, - fr)VG(r, r’)} ds' ds

= #wm(r) -E™(r) ds, m=1,...,N. (11
S

For each mth weighting function we obtain a single
equation for a total of N equations, leading to the matrix
system

(Zonnl{Tn} = {Vin} 12)

where [Z,,,] is an N x N fully populated matrix containing
the coupling integrals on the left-hand side of (11), {I,}
is a column vector containing the unknown coefficients
I,, and {V,} is a column vector containing the weights
(moments) of the incident field E™ on the right-hand
side of (11). Depending on the choices for expansion and
testing functions, an enormous number of different IE
techniques have been developed. If the testing functions
are the delta functions, the resulting IE method is called
a point-matching or collocation method since the IE is
enforced only at distinct observation points. The so-
called Galerkin method performs testing using a weighting
function that is identical to the expansion function in (10).
If the expansion functions have a domain that spans the
entire structure, they are referred to as entire-domain
basis functions. Entire domain basis functions have only
been used for specific cases where the structure shape can
be of advantage. Subdomain basis functions are typically
used and have been the most successful. Subdomain bases
have their domain restricted to a single or a pair of surface
discretization elements (triangles or quads as shown in
Figs. 1 and 2). Typically, they approximate the surface
current density as a constant, linear, or quadratic function
over the element.

A very crucial point related to all integral equation
techniques in electromagnetics is the evaluation of the
coupling integrals Z,,,. An analytic evaluation of these
integrals is usually not possible and numerical integration
is plagued by the singular behavior of the Green function
G(r,r") near r =r'. To overcome this difficulty, a series
of specialized integrations has been developed over the
years that combine analytic integration techniques for the
extracted singularity [30,31] with numerical quadrature
rules for the remainder integrands. Another possibility
is the application of integration variable transformations
such as the Duffy’s transform [32] to allow for robust
numerical integration.

MoM techniques have been very successful in model-
ing antenna structures and antennas on platforms (see
Fig. 5). To better understand the moment method proce-
dure, next we consider the solution of a rather simple

27 x can be omitted after testing.

integral equation, that associated with radiation by a wire
dipole antenna.

4.1. Wire Modeling

A wire antenna is simply a cylindrical conductor whose
diameter (a) is much smaller than the length (L) of
the wire and also a « A, where X\ is the wavelength of
operation. Since the wire is very thin (see Fig. 6), we can
practically model the radiation from such a cylindrical
antenna using a filamentary (equivalent) current flowing
through the center of the wire instead of considering a
surface current J;. The use of this filamentary current
also implies that no currents exist that are transverse to
the wire axis (z), a reasonable approximation for very thin
wires. Thus, the integral equation can be rewritten using
line rather than surface integrals. We have

N L2 L2 L g
JkZ;In./;L/z/_L/z wn@)fn (@) |:1 + ) @:| G,(z—2)dz' dz

L/2 '
= / wn(2)E}(2) dz, m=1,...,N (13)

L2

and by enforcing the boundary condition on the surface of
the wire, p = a (see Fig. 6b), the Green function takes the
form

1 eklai+e—2)?1/2

Gw(z e z’) = E —[az n (z — z/)Z]l/Z

(14)

We remark that since the current I(z) is not at the
same location where the boundary condition is enforced,
the Green function is nonsingular at z =2z'. Another
important advantage of thin-wire models is the very small
number of expansion functions needed for modeling real-
world configurations achieved by the one-dimensional (line
current) representation of the originally two-dimensional
equivalent surface current densities [33,34] (when away
from the feed, usually a single wire of radius a = w/4,
where w is the strip width, can be used to model a surface
as a wire grid).

The wire antenna excitation is performed by an appro-
priate specification of E™ in (13). For a voltage source
excitation at the wire center, a good approximation is
E"® = V8(2) as illustrated in Fig. 6d, where V; is the
voltage source applied at z = 0. An alternative magnetic
frill-current excitation has been considered [35] and is
appropriate for the wire monopole antenna seen on most

(@ 1z (b) 12 (c) |2 (d) P4
DL | | D
| 14 a, |
| - £ .
| - , 6 T nc
| T Ja A I2) I(2’) 2
| | |
| | |
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|
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Figure 6. (a) Straight wire along z axis; (b, ¢) interpretations of
thin-wire model; (d) §-gap excitation of wire antenna.



automobiles. The input impedance of the antenna can then
be calculated from Z;, = V/I(zgeq) Once the equation sys-
tem is solved, where the feed location zg.q is adjusted for
impedance control.

To solve for {I,,} using (13), we must choose the basis
and weighting functions. The simplest functions useful
for the line current approximation are the piecewise
constant or pulse basis functions displayed in Fig. 7, but
the triangular bases displayed in Fig. 8 provide a much
improved approximation without discontinuities at the
junctions of the wire segments. Testing is often done using
point matching or Galerkin’s methods. Figure 9 shows the
complex input impedance Z;, of a center-fed wire antenna
computed using pulse bases with point matching for
testing. About 100 basis functions were equally distributed
along the wire, and the excitation frequency was varied to
investigate the L/A dependence of the wire antenna. Wire
resonances were found at L/ = 0.48 and L/1 = 0.84. For

%P2
I I

@jq Pia(2) | :
| | [ Pj+1(z)
I I I
I I I :
I I I |
I I I |
I I I |
I I I |
I \ I \ I \

Zj_1 Zj Zji1

Figure 7. Pulse basis functions for line current modeling.
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Figure 8. Triangular basis functions (a) and (b) the resulting
piecewise linear current approximation.
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Figure 9. Complex input impedance as a function of length for
the wire antenna in Fig. 6 (¢ = 0.0011).
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Figure 10. Normalized E-plane radiation patterns for two
different wire lengths as shown in Fig. 6 (¢ = 0.0011).

this reason, the optimal operation of the dipole antenna
occurs when the dipole is 0.48) long (see Fig. 10).

The wire integral equation (13) can be readily general-
ized to curved wires. In any case, once the line currents
are computed along the wire contour, the far field [35] is
found from

Er) = ikTZr /C P x B x DI@er—rdl (15)

where # is the unit vector in the radial direction and [ is
the tangential unit vector along the wire contour.
Thin-wire IE models are useful not only for wire
antennas and scatterers but also for computing the
radiation of metallic antenna structures (reflectors,
horns, etc.) when sufficiently dense wire-grid models are
employed to represent the equivalent surface current
densities on the structure’s surface [33]. For this purpose,
wire junctions must be included into the thin-wire theory.
This is not an issue for pulse basis approximations, since
no current continuity is enforced between wire segments.
However, for triangular or higher-order basis functions,
special junction conditions must be introduced to fulfill
Kirchhoff’s current continuity law at wire junctions.

4.2. Surface Modeling

For a variety of antenna problems, wire-grid models are
accurate enough to produce useful simulation with high
computational efficiency. For other applications such as
accurate shielding or planar antenna analyses, the thin-
wire approximations cannot produce acceptable results
and a direct evaluation of the surface currents as given
in (11) is necessary. The formal MoM IE solution is
already given by (11), and a numerical implementation
can be realized with appropriately assigned surface basis
functions for the current representation. Again, popular
surface current IE models are based on subdomain bases,
where triangular and quadrilateral surface subdomains
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(a) (b)

Figure 11. Illustration of mixed linear/constant (rooftop) surface
current expansions on (a)rectangular and (b) triangular
subdomains.

as displayed in Fig. 11 are often used. Such techniques
are also known as boundary element or boundary
integral methods. The surface current distribution on
the individual subdomains is typically chosen to fulfill
the necessary physical constraints (e.g., zero normal
current components at the edge of a plate) for surface
currents. Edge-based surface current basis functions with
mixed interpolations are illustrated in Fig. 11 [36]. The
degrees of freedom are assigned to the edges of the
surface mesh and each basis function has constant normal
surface current density components over exactly one edge.
Perpendicular to the edge, the current density variation
is linear (mixed linear/constant). The basis functions
shown in Fig. 11(a) are the rooftop basis functions on
rectangular subdomains, and those in Fig. 11(b) are the
well-known Rao-Wilton—Glisson functions introduced in
1982 [36]. On applying coordinate transformations, these
basis functions can be transformed to fit to curved surface
patches, allowing for more accurate surface current
representations [37—39]. Even higher accuracy can be
achieved by higher-order basis functions that typically
include high-order polynomials subject to constraints at
the element junctions for current continuity [34].

The linear system in (11) was derived under the
assumption of a metallic surface S. However, surface IE
techniques can also be applied for the analysis of antennas
involving dielectric and even lossy material objects. As
stated earlier, for this case, two current densities must be
introduced on S, such as the electric J; and magnetic M,
surface currents, so that field continuity can be enforced as
illustrated in Fig. 4 [24,36]. When dealing with antennas
that include dielectrics, volume IEs can be combined with
surface IEs for the analysis of the antenna volumetric
sections [40,41].

5. FINITE-ELEMENT METHODS

As noted above, IE or boundary element methods result
in fully populated matrix systems. For volumetric integral
equations where materials must be handled, their storage
and computational requirements become prohibitive as
the size of the structure increases. This is because the
Green function couples all boundary elements regardless
of their separation distance. To avoid the introduction
of a Green function, one can instead pursue a direct
solution of Maxwell’s equations in their differential form.
Specifically, one could replace the continuous derivatives

by finite differences (FDs) to construct a set of equations
that can then be solved iteratively in conjunction with
specified or natural boundary conditions. This simple,
yet very powerful approach became especially popular
for time-domain electromagnetic field analysis [e.g., 5,10].

The standard FE method can be derived by applying
Galerkin’s testing to the differential form of Maxwell’s
equation, that is, by weighting Maxwell’s equations with
a suitable (testing) function whose domain is usually
restricted over a small region or element (test element)
of the computational volume [6,38]. Similar elements can
also be used for discretizing the volume region where
simple geometric shapes such as quads, tetrahedrons, or
triangular prisms (see Fig. 12) are often used. The tetra-
hedron provides the most flexible element for discretizing
volumetric regions. Distorted hexahedra have also been
successful for volumetric modeling and may lead to fewer
unknowns. On the other hand, shapes with higher sym-
metry are associated with simple discretization algorithms
and may result in better conditioned linear systems.

Although, as discussed above, the finite-element
method is based on a direct discretization and solution of
the wave equation (3), the weighted or weak form of (3) is
used for discretization and solution [6]. The latter enforces
Maxwell’s equations on an average sense over the discrete
element (tetrahedron, quadrilateral, etc.) and is obtained
by first dotting (3) with the weighting function/basis W
and then making use of the divergence theorem [3]
to obtain

/// [%(V xE)-(VxW)—kzerE~W] dv
V r

+ij#W-(H><ﬁ)ds=O (16)
Sy

Here V denotes the volume domain of interest, Sy is the
surface enclosing V, and 7 is the outward normal to Sy.
As in (11), W is some weighting function spanning the
domain of, say, the eth discrete element. By choosing an
expansion for the electric field such as

N N,

E=) > EN{r) 17

e=1 i=1

we can then follow the same steps done for integral
equation methods to construct the linear system to find the
unknown E¢. Although (17) is in principle the same as (10),
its form is different but rather convenient in addition to

Figure 12. Popular finite-element subdomains: quad, triangular
prism, tetrahedron.



having a physical meaning (see Ref. 6 for details). To
explain it, let’s assume that tetrahedra are used to model
the volume of interest. Since the tetrahedron has six edges,
we will then set N, = 6, and if N represents the number of
tetrahedra used to discretize the entire volume, then the
sums in (17) run through all the edges of the tetrahedra
constituting the volume. However, if an edge is common to,
say, three tetrahedra, then it will appear as many times
in the sum. Of particular interest for the expansion (17)
is the choice of the basis functions N?(r), whose domain
based on our notation is only within the eth element and is
associated with the ith edge of that element. If we choose
N¢(r) so that

. 1 r=r;
N = {0 r=n, j#i
that is, if it is unity at the ith edge located along r; (similar
to Fig. 11) and goes to zero at all other edges, then the
coefficient E? is simply the field along the ith edge of the
eth element.

The linear system for solving Ef is constructed via
Galerkin’s method by setting W = N¢(r); then, for i =
1,...,N,ande=1,...,N, we will obtain NN, equations.
Clearly, these are more than required (NVital edges < ININ,)
because most of the edges are shared by multiple
tetrahedra. For example, an edge shared by three
tetrahedra will generate three equations, but actually only
one is needed for the unknown field at that edge. Thus, the
NN, equations must be reduced down to Nigtal edges, and
this is done via the so-called assembly process. The latter
is nothing more than taking the average of the equations
generated by testing with Ni(r), which is unity at the
same edge.

As we observe, (16) also includes the unknown magnetic
field H at the boundary surface Sy of the domain. Because
it is on the boundary, the unique solution of the wave
equation requires that it be specified with an external
condition unrelated to Maxwell’s equations. Of course, if
the surface Sy is far away from the radiating source,
then the radiation condition [26] can be employed to
relate E and H on Sy and thus obtain a deterministic
system for the solution of E¢. Since the radiation condition
can be used only for Sy far away from the source, the
enclosed volume is enlarged significantly, requiring many
elements for its discretization. Therefore, the number
of unknowns becomes unmanageable when the classic
radiation condition must be used [25,26], and this plagued
the practical application of finite element methods to
electromagnetics until the late 1980s (nearly two decades
since the method was used by Silvester [42] for waveguide
propagation).

The introduction of absorbing boundary conditions
(ABCs) such as [6,43]

—jkZh x H = jkE, + 2Ji,k{[v x [Ah -V x E)] + Vi(V - E)]}

(18)
where the subscript “¢” denotes the tangential components
of E or the nabla operator when evaluated on Sy, provided
the means for practical implementation of the finite-
element method. This ABC can be enforced with Sy placed
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on only a fraction of a wavelength from the source. As
an alternative to the ABC, one could also use an integral
equation to relate E and H on Sy. Such integral equations
are of the same form as (4) with (J,, M;) replaced by
(7 x H, E x ). Clearly, such an integral equation will lead
to a dense submatrix for relating the E and H fields on
the surface Sy. Since the finite-element method used for
discretizing the interior volume fields is a sparse matrix
(usually having a bandwidth of 40 elements or so), the
resulting overall system will be partly sparse and partly
dense [44]. This is referred to as a hybrid system, and
the associated methodology is the successful hybrid FE-BI
method [44]. Tt is attractive because Sy can be placed as
close to the radiator as desired without restrictions, thus
leading to the least number of unknowns. The drawback
of this advantage is the increased complexity due to the
partly dense system, but more recent use of fast integral
methods has alleviated the related issues of CPU and
memory complexity [20,45].

The hybrid FE-BI method has been extensively
used for the analysis of cavity-backed antennas (see
Fig. 4) [44]. Here, the FE volume V includes the possibly
inhomogeneous dielectric below the patch only and a Bl is
applied only at the aperture. Utilizing a half-space Green
function, it is sufficient to place magnetic surface current
densities M on the dielectric portion of the aperture only,
and thus a very efficient implementation of the method
is possible [6,44]. Fig. 13 shows the input impedance of
a cavity-backed and coaxially fed rectangular microstrip
patch antenna that has been computed with the hybrid
FE-BI technique.

6. CONCLUDING REMARKS

During the 1990s several integral, differential, and hybrid
methods matured, and a number of commercial level
antenna simulation packages were developed for small
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-100 - \ -7
S_."
150 | | | | [ | | | 1, f
72 73 74 75 76 77 78 7.9 80 81 82

GHz

Figure 13. Input impedance of rectangular coaxially fed
cavity-backed microstrip patch antenna computed using
the hybrid finite-element—boundary-integral technique. Patch:
length L =1.2 cm, width W =0.8 cm, feed distance to edge
d = 0.2 cm, dielectric: thickness t = 0.1 cm, ¢, = 2.2.
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size but practical antenna models. One can say that the
introduction of fast methods during the second half of the
1990s has truly provided the community with computa-
tional tools that can allow for both geometric adaptability
and material generality, as well as practical size simu-
lations. As an example, using the fast multipole method,
a problem involving as many as 170,000 unknowns and
resulting in a dense matrix can now be solved in 3h
on a desktop PC using 700 MB (megabytes) of memory,
whereas in the mid-1990s the same problem was unsolv-
able. However, further research on fast methods and
related iterative solvers is required prior to their commer-
cialization. Topics such as solver convergence, material
modeling, robust and higher-order basis functions, and
methods and solver hybridizations are all issues of current
research for a variety of specific applications.
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1. INTRODUCTION

An antenna is the system component that is designed to
radiate or receive electromagnetic waves. In other words,
the antenna is the electromagnetic transducer that is
used to convert, in the receiving mode, free-space waves to
guided waves. In a modern wireless system, the antenna
must also act as a directional device to optimize or accentu-
ate the transmitted or received energy in some directions
while suppressing it in the others. The antenna serves
to the communication system the same purpose that eyes
and eyeglasses serve to a human.

The history of antennas dates back to James Clerk
Maxwell, who unified the theories of electricity and mag-
netism and eloquently represented their relations through
a set of profound equations best known as Maxwell’s
equation. His work was first published in 1873. He also
showed that light was electromagnetic, and that both light
and electromagnetic waves travel by wave disturbances
of the same speed. In 1886, Professor Heinrich Rudolph
Hertz demonstrated the first wireless electromagnetic
system. He was able to produce in his laboratory at a wave-
length of 4 m a spark in the gap of a transmitting 1 /2 dipole
that was then detected as a spark in the gap of a nearby
loop. It was not until 1901 that Guglielmo Marconi was
able to send signals over large distances. He performed, in
1901, the first transatlantic transmission from Poldhu in
Cornwall, England, to St. John’s, Newfoundland [1].

From Marconi’s inception through the 1940s, antenna
technology was centered primarily on wire-related
radiating elements and frequencies up to about UHF.
It was not until World War II that modern antenna
technology was launched and new elements (waveguide
apertures, horns, reflectors, etc.) were primarily
introduced. A contributing factor to this new era was
the invention of microwave sources (such as the klystron
and magnetron) with frequencies of 1 GHz and above.

While World War II launched a new era in antennas,
advances made in computer architecture and wireless
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communications technology during the 1960s—1990s have
had a major impact on the advance of modern antenna
technology, and they are expected to have an even greater
influence on antenna engineering in the new millennium.
Beginning primarily in the early 1960s, advanced
numerical and computational methods were introduced
that allowed previously intractable complex antenna
system configurations to be analyzed and designed very
accurately. Antenna design plays a critical role in overall
system design since the success of a system strongly relies
on the performance of the antenna. Detailed analysis,
design, and measurements of antennas can be found in
Ref. 2. A tutorial on antennas is described in Ref. 3.

2. ANTENNA ELEMENTS

Prior to World War II, most antenna elements were of the
wire type (long wires, dipoles, helices, rhombuses, fans,
etc.), and they were used either as single elements or
in arrays. During and after World War II, many other
radiators, some of which may have been known for some
time and others of which were relatively new, were put into
service. This created a need for better understanding and
optimization of their radiation characteristics. Many of
these antennas were of the aperture type (e.g., open-ended
waveguides, slots, horns, reflectors, lenses), and they have
been used for communication, radar, remote sensing, and
deep-space applications on both airborne and earth-based
platforms. Many of these operate in the microwave region.

Prior to the 1950s, antennas with broadband pattern
and impedance characteristics had bandwidths not much
greater than about 2:1. In the 1950s, a breakthrough
in antenna evolution was created that extended the
maximum bandwidth to as great as 40: 1 or more. Because
the geometries of these antennas are specified by angles
instead of linear dimensions, they have ideally an infinite
bandwidth. Therefore, they are referred to as frequency-
independent [2]. These antennas are primarily used in
the 10-10,000 MHz region in a variety of applications,
including TV, point-to-point communications, and feeds
for reflectors and lenses.

It was not until almost 20 years later that a funda-
mental new radiating element, which has received a lot of
attention and many applications since its inception, was
introduced. This occurred in the early 1970s when the
microstrip or patch antenna was reported [2]. This ele-
ment is simple, lightweight, inexpensive, low-profile, and
conformal to the surface. Microstrip antennas and arrays
can be flush-mounted to metallic and other existing sur-
faces. Operational disadvantages of microstrip antennas
include low efficiency, narrow bandwidth, and low power
handling capabilities. Major advances in millimeter wave
antennas have been made, including integrated anten-
nas where active and passive circuits are combined with
radiating elements in one compact unit (monolithic form).

The unparalleled advances in telecommunications have
brought a dramatic increased interest and activity in
antenna design. This has resulted in many new elements
and design concepts [4], including increased interest in
adaptive arrays and “smart” antennas [5,6].

3. THEORY

To analyze an antenna system, the sources of excitation
are specified, and the objective is to find the electric and
magnetic fields radiated by the elements. Once this is
accomplished, a number of parameters and figures of
merit (directivity, input impedance, effective area, polar-
ization, etc.) that characterize the performance of the
antenna system can be found. To design an antenna sys-
tem, the characteristics of performance are specified, and
the sources to satisfy the requirements are sought.

3.1. Maxwell’s Equations

An antenna system is an electromagnetic boundary
problem. Therefore, the fields radiated must satisfy
Maxwell’s equations, which, for lossless medium (o =
0) and time-harmonic fields (assuming an ¢ time
convention), can be written as

V xE=—-M; — jouH (1a)
V x H=d; +joukE (1b)
V- (E) = que (1c)
V- (uH) = qum 1d)

In Egs. (1a)-(1d) both electric :fi and magnetic Mi
current densities, and electric ¢,. and magnetic g,
charge densities, are allowed to represent the sources
of excitation. The respective current and charge densities
are related by the continuity equations

V‘Ji = _jque (23)
V- M; = —joqun (2b)

Although magnetic sources are not physical, they are
often introduced as electrical equivalents to facilitate
solutions of physical boundary-value problems [2,7]. In
fact, for some configurations, both electric and magnetic
equivalent current densities are used to represent actual
antenna systems. For a metallic wire antenna, such as a
dipole, an electric current density is used to represent
the antenna. However, an aperture antenna, such as
a waveguide or horn, can be represented by either an
equivalent magnetic current density or by an equivalent
electric current density or both. For a radiation problem,
the first step is to represent the antenna excitation by its
source, represented by the current density J; or M; or both.
The next step is to solve the Maxwell equations, subject
to a given set of boundary conditions, for £ and H. This
is a difficult step, and it usually involves an integral with
a complicated integrand. This procedure is represented in
Fig. 1 as path 1.

To reduce the complexity of the problem, it is common
practice to break the procedure into two steps. This is
represented in Fig. 1 by path 2. The first step involves an
integration while the second involves a differentiation. To
accomplish this, auxiliary vector potentials are introduced.
The most commonly used potentials are A (magnetic vector
potential) and F (electric vector potential). Although the
electric and magnetic field intensities (E and H) represent
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Figure 1. Procedure to solve antenna radiation.

physically measurable quantities, for most engineers the
vector potentials are strictly mathematical tools [7]. The
procedure along with the appropriate analytical formula-
tions are detailed in Refs. 2 and 7.

3.2. Field Regions

The space surrounding an antenna is usually subdivided
into three regions: the reactive near-field region, the
radiating near-field (Fresnel) region, and the far-field
(Fraunhofer) region. These regions are so designated to
identify the field structure in each. Although no abrupt
changes in the field configurations are noted as the
boundaries are crossed, there are distinct differences
among them. The boundaries separating these regions
are not unique, although various criteria have been
established and are commonly used to identify the
regions [2]. The following definitions in quotations are
from an IEEE standard [8].

1. The reactive near-field region is defined as “that
region of the field immediately surrounding the
antenna wherein the reactive field predominates.”
For most antennas, the outer boundary of this
region is commonly taken to exist at a distance
R < 0.62,/D3/) from the antenna, where A is the
wavelength and D is the largest dimension of the
antenna.

2. The radiating near-field (Fresnel) region is defined
as “that region of the field of an antenna between
the reactive near-field region and the far-field region
wherein radiation fields predominate and wherein
the angular field distribution is dependent on the
distance from the antenna.” The radial distance
R over which this region exists is 0.62,/D3/A <
R < 2D?/) (provided D is large compared to the
wavelength). This criterion is based on the maximum
phase error of 7/8 radians (22.5°). In this region
the field pattern is, in general, a function of the
radial distance and the radial field component may
be appreciable.

3. The far-field (Fraunhofer) region is defined as “that
region of the field of an antenna where the angular
field distribution is essentially independent of the

ANTENNAS 181

distance from the antenna.” In this region, the real
part of the power density is dominant. The radial
distance of this region is R > 2D?/x (provided D
is large compared to the wavelength). The outer
boundary is ideally at infinity. The criterion is also
based on the maximum phase error of /8 radians
(22.5°). In this region, the field components are
essentially transverse to the radial direction, and
the angular distribution is independent of the radial
distance.

3.2.1. Far Field. The analytical formulation followed
to find the field radiated by an antenna at any point, near
field or far field, is in general complex and is outlined
in detail in Ref. 2. Since antennas are primarily used to
communicate over long distances, only the procedure used
to find the fields in the far zone will be summarized; it is
also less complex.

The following procedure can be followed to determine
the electric and magnetic fields radiated by an antenna
at an observation point in the far-field region. Once
the current densities J; and/or M,, either physical or
equivalent, are selected to represent the physical antenna,
then the vector potentials A and F are found according to

- L e R

A_4ﬂ//Js 7 ds (3a)
S

e _ R

F:E//MS—R ds (3b)
S

where R is the distance from any point on the source to the
observation point and § is the phase constant (8 = 27/).
The surface current densities J; and M, have the units of
A/m and V/m (amperes and volts per meter), respectively.
If the current densities are distributed over a volume,
the surface integrals of Egs. (3a) and (3b) are replaced
by volume integrals; line integrals are used for thin wire
elements.

In the far-field (Fraunhofer) region, the radial distance
R of Fig. 2a can be approximated by

Ralr— r' cos ¥ for phase terms (4a)
“\r for amplitude terms (4b)

Graphically, the approximation of (4a) is illustrated in
Fig. 2b, where the radial vectors R and r are parallel to
each other. Although such relation is strictly valid only at
infinity, it becomes more accurate as the observation point
is moved outward at radial distances exceeding 2D?/A.
Since the far-field region extends at radial distances of
at least 2D?/1, the approximation of (4a) for the radial
distances R leads to phase errors that do not exceed 7/8
radians (22.5°). It has been shown that such phase errors
do not have a pronounced effect on the variations of the
far-field amplitude patterns.

Using the approximations of (4a) and (4b) for observa-
tions in the far-field region, the integrals in (3a) and (3b)
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Figure 2. Coordinate system arrangements for (a) near-field and
(b) far-field radiation.

can be reduced to

N —JjBr o —JBr
Ax® / Jetreosvgy = L ET N (5a)
T or 47 r
S
N= / J. P eosv gg' (5b)
S
N —JjBr N —jpr _
Fx £ /fMeJﬂrww ds = 2 ¢ (6)
47 r 47 r
S
= / / M,/ ©0s¥ dg' (6b)
S

Once the vector potentials are determined, the correspond-
ing spherical components of the electric and magnetic
fields in the far-field region can be found in scalar form
using [2]

E. =0 (7a)
B e
Eg = —J

% Ly +nN,] (7h)

B e Pr
E, E]E " [Lo — NNyl (7¢)
H.=0 (8a)
B e IPr L,
Hy=j— N, — — 8b
6 J4n - |: ¢ " (8b)
) e Jpr L
Hoz i [N 2 (80)
Tor n

where 7 is the intrinsic impedance of the medium
(n = /;u/¢) while Ny, N, and Ly, L, are the spherical 9 and
¢ components of N and L from (5b) and (6b), respectively.
In antenna theory, the spherical coordinate system is the
one most widely used.

By examining (7a)—(8c), it is apparent that

E, = nH, (9a)
E, = —nH, (9b)

The relations of (9a) and (9b) indicate that in the far-field
region the fields radiated by an antenna, and observed
in a small neighborhood on the surface of a large-
radius sphere, have all the attributes of a transverse
electromagnetic (TEM) wave whereby the corresponding
electric and magnetic fields are orthogonal to each other
and to the radial direction.

To use the procedure described above, the sources rep-
resenting the physical antenna structure must radiate into
an infinite homogeneous medium. If that is not the case,
then the problem must be reduced further (e.g., through
the use of a theorem, such as the image theorem) until the
sources radiate into an infinite homogeneous medium.

4. ANTENNA SOURCE MODELING

The first step in the analysis of the fields radiated by an
antenna is the specification of the sources to represent
the antenna. Here we will present two examples of source
modeling: one for thin-wire modeling (such as a dipole) and
the other for an aperture antenna (such as a waveguide).
These are two distinct examples each with a different
source modeling; the wire requires an electric current
density while the aperture is represented by an equivalent
magnetic current density.

4.1. Wire Source Modeling

Let us assume that the wire antenna is a dipole, as shown
in Fig. 3. If the wire has a circular cross section with radius
a, the electric current density induced on the surface of
the wire will be symmetric about the circumference (no ¢
variations). If the wire is also very thin (a « 1), it is com-
mon to assume that the excitation source representing the
antenna is a current along the axis of the wire. This cur-
rent must vanish at the ends of the wire. For a center-fed
resonant dipole, the excitation is often represented by [2]

a.ly sin [/3 (é —z/)] 0

I = 10)

a.ly sin [,B (é +z’>:| — 0

IA
I

' <

N[ =~

<z

IA

N =~
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Figure 3. Dipole geometry for electromagnetic wave radiation.

No magnetic source representation is necessary for
this type of antenna. For observations in the far-field
region, the fields radiated by the antenna can be found
using (5a)—(8c) where the surface integrals are replaced by
line integrals. On the basis of these far-field expressions,
the radiated electric and magnetic fields can be written as

E, Ejnloze*jﬁ’ |:[cos(,8l/2) cos 0] — cos(,Bl/Z):| (11a)
nr sin 6
H, = e (11b)
n

To illustrate the field variation of (11a), a three-
dimensional graph of the normalized field amplitude
pattern for a half-wavelength (I = A/2) dipole is plotted in
Fig. 4. A 90° angular section of the pattern has been omit-
ted to illustrate the figure-eight elevation plane pattern
variation. As the length of the wire increases, the pattern
becomes narrower. When the length exceeds one wave-
length (I = 1), sidelobes are introduced into the elevation
plane pattern.

Wire type radiating elements include dipoles, mono-
poles, loops, and helices. Arrays of dipoles are very popular

s
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\ '
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/A/Zdipole

Figure 4. Three-dimensional amplitude pattern of a 1/2 dipole.
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for wireless communication base stations. Monopoles and
very thin helices are widely used in cellular phones and
mobiles, and in many wireless communication systems.
Loop antennas are used in pagers and also being suggested
for cellular phones [9].

4.2. Aperture Source Modeling

To analyze aperture antennas, the most often used
procedure is to model the source representing the
actual antenna by the field equivalence principle (FEP),
also referred to as Huygen’s principle [2,7]. With this
procedure, the actual antenna is replaced by equivalent
sources (electric or magnetic or both) that, externally to
a closed surface enclosing the actual antenna, produce
the same fields as those radiated by the actual antenna.
This procedure is analogous to the Thévenin equivalent of
circuit analysis, which produces the same response, to an
external load, as the actual circuit.

To demonstrate the use of FEP to calculate the
fields radiated by an antenna, consider an open-ended
rectangular waveguide aperture mounted on an infinite
planar PEC (Perfect Electric Conductor) radiating in a
semiinfinite homogeneous medium, as shown in Fig. 5a.
Let us assume that the fields in the waveguide aperture are
those of the dominant TE,y mode. Hence, the tangential
electric field over the x—y plane is

7 a,E cos(zx/) _E<x/<g_é< /<é
A AN 2="=272-Y=32 12
0 elsewhere over the PEC

Figure 5. (a) Waveguide aperture on an infinite ground plane
and (b) its equivalent.
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By adopting the FEP, an imaginary closed surface is
chosen to coincide with an infinite PEC (x—y plane) and
covers also the waveguide aperture. The imaginary closed
surface is chosen to coincide with the x—y plane because
the tangential component of the electric field, and thus the
equivalent magnetic current density, are nonzero only in
the aperture. Using (12), we can write that

M, =-nxE;
b b
G.Eq cos (gx) —g <x' < g —3 <y'= 3
0 elsewhere over the PEC
(13)

Using image theory, the infinite ground plane can be
removed by replacing M, with a magnetic current density
of twice the strength of (13). The new M; is now radiating
into an infinite homogeneous medium, as shown in Fig. 5b.
Using (5a)—(8c¢), the far-field electric and magnetic fields
radiated by the waveguide can be written by

E.=H,. =0 (14a)
E, = " Csinp— 8% . sin(¥) (14b)
2 X2 _ <z> Y
2
E, = —ZC sin 6 cos ¢ cos(X) 3 sin(Y) (14¢)
2 X2 _ (z) Y
2
H, = —Ei (14d)
n
E
H,=+-"2 (14e)
n
X = ,B?a sin 6 cos ¢ (14f)
Y = '3—2b sin 6 sin ¢ (14g)
—Jjpr
¢ = j20PEe” (14h)

2nr

The three-dimensional normalized field pattern of a
rectangular aperture with dimensions ofa = 3A and b = 31
is shown in Fig. 6. The minor lobes formed throughout the
space are clearly shown.

Aperture antennas include waveguides, horns, reflec-
tors, and microstrips. Horns mounted on tall towers are
used by telephone companies as transmitting and receiv-
ing antennas. Reflectors, because of their high gain, are
utilized as ground-based antennas for spaceborne missions
and at gateway stations of wireless communication sys-
tems. Microstrip antennas, because of their light weight,
conformal shapes, low profile, versatility, and other attrac-
tive radiation characteristics, are excellent candidates for
adaptive and smart antennas.

5. ANTENNA PARAMETERS AND FIGURES OF MERIT

Many different parameters and figures of merit character-
ize the performance of an antenna system. Some of the
most important are included here.
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Figure 6. Three-dimensional amplitude radiation pattern for an

aperture (¢ = 31, b = 31) on an infinite ground plane.

An antenna pattern is defined as a “graphical repre-
sentation, usually in the far-field region, of one of the
antenna’s parameters. For a complete description, the
parameters of interest are usually plotted as a function of
the spherical angles 6, ¢.” Parameters of interest include
amplitude, phase, polarization, and directivity. An ampli-
tude pattern is usually comprised of a number of lobes.

A main (major) lobe is defined as “the radiation lobe
containing the direction of maximum radiation. In certain
antennas, such as multilobed or split-beam antennas,
there may exist more than one major lobe.” A sidelobe
is defined as “a radiation lobe in any direction other than
that of the major lobe.” The amplitude level of a sidelobe
relative to the main lobe (usually expressed in decibels) is
referred to as sidelobe level.

An antenna, in the transmitting and receiving modes,
is often represented by a Thévenin equivalent circuit with
an antenna impedance Z,, as shown in Fig. 7. The antenna
impedance Z, consists of the radiation resistance R,,
the loss resistance Rp, and an imaginary part Xa[Zs =
Ra +jXa = (R, + Rr) +jX4l. The radiation resistance is
the resistance that represents antenna radiation or
scattering. The loss resistance is the resistance that
accounts for the conductive and dielectric losses of the
antenna. Expression for R, and Rj, for dipoles and small
circular loops can be found, respectively, in Chaps. 4 and
5 of Ref. 2.

Inputimpedance is defined as “the impedance presented
by an antenna at its terminals.” It is expressed at the
terminals as the ratio of the voltage to current or the
ratio of the appropriate components of the electric to
magnetic fields, and it is usually complex. When the
antenna impedance Z, is referred to the input terminals
of the antenna, it reduces to the input impedance.

Radiation efficiency is defined as “the ratio of the total
power radiated by an antenna to the net power accepted
by an antenna from the connected transmitter.” Using the
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equivalent-circuit representation of an antenna of Fig. 7,
the radiation efficiency can be written as

R,

=T 1
Rr+RL ( 5)

er

Power density S is defined as the power density [in
watts per square meter (W/m?)] of the fields radiated by
the antenna. In general, the power density is complex.
In the reactive near field, the imaginary component is
dominant. In the far field, the real part is dominant. In
equation form, the power density S is expressed as

S=1ExH =8, +jS; (16)

where E and H are the fields radiated by the antenna
(*indicates complex conjugate). The real part of (16) is
usually referred to as radiation density.

Radiation intensity U is defined as “the power radiated
from an antenna per unit solid angle (steredian).” The
radiation intensity is usually defined in the far field and
is related to the real part of the power density by

U =1rS, a7

where r is the spherical radial distance.
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Beamuwidth is defined as the angular separation
between two directions in which the radiation intensity
is identical, with no other intermediate points of the same
value. When the intensity is one-half of the maximum, it
is referred to as half-power beamwidth.

An isotropic radiator is defined as “a hypothetical,
lossless antenna having equal radiation intensity in all
directions.” Although such an antenna is an idealization,
it is often used as a convenient reference to express the
directive properties of actual antennas. The radiation
intensity S,y of an isotropic radiator and intensity U,
are defined, respectively, as

p,
S0 = 3 (182)
P,
Uy=— (18b)
4

where P, represents the power radiated by the antenna.

Directivity is one of the most important figures of merit
that describes the performance of an antenna. It is defined
as “the ratio of the radiation intensity in a given direction
from the antenna to the radiation intensity averaged over
all direction.” Using (18b), it can be written as

_U0.¢) _ 4xUG. )

D
Uy P,

19)

where U (9, ¢) is the radiation intensity in the direction 0, ¢
and P, is the radiated power. For antennas radiating both
electric field components (E, and E,), partial directivities
Dy and D,, can be defined as associated, respectively, with
E, and E; [2]. The total directivity is then the sum of the
two (D = Dy + D,). If the direction of observation is not
specified, it implies the direction of maximum radiation
intensity (maximum directivity) expressed as

CUn0.9) 47U, (0.9)

D
0 Us P,

(20)

The directivity is an indicator of the relative directional
properties of the antenna. As defined by Egs. (19) and
(20), the directional properties of the antenna in question
are compared to those of an isotropic radiator. Figure 8
displays the directivity pattern of a A/2 dipole and an
isotropic source. In each angular direction, only the greater
directivity between the two radiators is shown. This allows
us to relate the directivity of the element in question to
that of an isotropic radiator by simply adding (if expressed
in decibels) the relative directivities of one element to
another. This procedure is analogous to that used to
determine the overall gain of cascaded amplifiers.

Gain is probably the most important figure of merit
of an antenna. It is defined as “the ratio of the radiation
intensity in a given direction, to the radiation intensity
that would be obtained if the power accepted by the
antenna were radiated isotropically.” Antenna gain is
expressed as

47U 0, ¢)

G P,

21

where P, is the accepted (input) power of the antenna. If
the direction is not specified, it implies the direction of
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Figure 8. Three-dimensional directivity patterns of a A/2 dipole
and isotropic radiator.

maximum radiation (maximum gain). In simplest terms,
the main difference between the definitions of directivity
and gain is that the directivity is based on the radiated
power while the gain is based on the accepted (input)
power. Since all of the accepted (input) power is not
radiated (because of losses), the two are related by

P,.=e¢eP, (22)

where e, is the radiation efficiency of the antenna as
defined by Eq. (15). By using (19), (21), and (22) the gain
can be expressed as

4nU®6, ¢)

G=e, 2

e;D (23)

For a lossless antenna, its gain is equal to its directivity.

Antenna polarization in a given direction is determined
by the polarization of the fields radiated by the antenna.
In general, the polarization of an antenna is classified as
linear, circular, or elliptical. Although linear and circular
polarizations are special cases of elliptical polarization,
in practice they are usually treated separately. Circular
and elliptical polarizations also are classified according to
the rotation of the transmitted field vectors; the rotation
can be either clockwise (right-hand) or counterclockwise
(left-hand) as viewed in the direction of propagation.

Polarization efficiency (polarization mismatch or loss
factor) is defined as “the ratio of the power received by an
antenna from a given plane wave of arbitrary polarization
to the power that would be received by the same antenna
from a plane wave of the same power flux density and
direction of propagation, whose state of polarization has
been adjusted for a max